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1. INTRODUCTION 

The depletion of non-renewable energy reserves and their 

environmental impact have driven advancements in 

renewable energy generation systems. Among these 

alternatives, solar power plants are becoming increasingly 

important due to the abundant availability of solar energy 

worldwide [1]. The reduction in capital and maintenance 

costs of solar power plants is further driving the momentum 

of this growth trend. However, incorporating solar power 

generation systems presents a challenge, as energy output 

varies significantly with fluctuations in solar radiation. 

Due to the dynamic movement of clouds, the solar irradiance 

received by PV modules varies significantly on cloudy days. 

High fluctuation over time creates lots of uncertainty in 

economic growth. Moreover, uncertainty can also affect the 

stability of the grid [2]. A literature review reveals that most 

existing regression models are designed for sunny conditions 

but are ineffective under foggy or cloudy skies. Various 

solutions have been implemented to address these 

challenges, but some are costly, while others may not be 

practical in different scenarios. One of the promising 

solutions is to predict solar energy for different climate 

zones. Accurately predicted solar energy with minimum 

uncertainty can help grid operators in managing demand and 

supply. One of the most challenging aspects of the renewable 

energy system is to improve the forecasting models [3]. It 

has been found that the primary factor influencing PV power 

output is the amount of solar radiation hitting the PV panel.  
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However, accurately predicting solar radiation is challenging 

due to the unpredictable nature of solar energy, which is 

influenced by various meteorological, spatial, and temporal 

factors. Recently to address solar radiation prediction many 

statistical and machine-learning techniques have been used. 

In[] developed a meteorological parameter-based regression 

 

models to predict solar energy in Turkey. The findings 

indicate that the Veeran and Chegaar models maintain an 

acceptable error margin of ±10% (Bayrakci, Demircan, and 

Kecebas, 2018). In India, where over 80 days per year are 

cloudy, achieving accurate solar energy forecasts using 

multiple regression analysis approaches becomes challenging. 

Since intelligent modeling techniques have been introduced 

to address the uncertainties caused by weather variations. ML 

models like Artificial neural networks (ANN), Decision Trees 

(DT), Support Vector Machines (SVM) [5], and Linear 

Regression (LR) deal with nonlinear data to predict the 

output [6]. However, due to the unpredictable behavior of 

solar radiation, traditional artificial intelligence (AI) 

algorithms may struggle with local minima. So, DL models 

come into the picture which gives accurate output as 

compared to traditional AI models. DL is a more 

sophisticated variant of a neural network. Recently, various 

DL models have gained importance in solving nonlinear time 

series problems over data-driven prediction models. 

Recently, Convolutional neural network (CNN) models have 

gained more attention in short-term prediction as they 

effectively capture the features from the input sequence [7]. 

Recurrent neural networks (RNN) have the issue of gradient 

vanishing and exploding, despite having internal memory to 
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store the prior value [8]. It stops updating the weight in 

backward propagation due to this gradient vanishing 

problem, and it modifies the weight value in case of gradient 

exploding. To solve these problems, long short-term 

memory (LSTM) and Gated recurrent unit (GRU)-based 

models have come into the picture which has some extra 

control gates [9]. While in most cases, LSTM is used for the 

univariate model, multivariate LSTM models with all input 

parameters such as Global Horizontal Irradiance (GHI), 

 

 

 

 

 

 

 

 

 

 

 

2. FORECASTING TECHNIQUES AND 

METHODOLOGIES 

In this article, the proposed Bi-directional LSTM model 

compared with two other deep learning models is 

described below. It is an improved version of traditional 

RNN architecture. It is specifically designed to address the 

vanishing gradient problem. This enhancement improves 

its ability to capture long-term dependencies [13]. It has a 

GRU cell consisting of an update gate and a reset gate. The 

update gate controls how much of the previous hidden state is 

preserved [14], while the reset gate determines the extent to 

which past information is forgotten and how much of the new 

input contributes to updating the hidden state. The 

fundamental structure of the GRU is illustrated in Fig. 2, and 

its mathematical formulation is provided below. 

𝑟𝑡 = σ(𝑤𝑟ℎℎ𝑡−1 + 𝑤𝑟𝑥𝑥𝑡 + 𝑏𝑟) (7) 

𝑧𝑡 = σ(𝑤𝑧ℎℎ𝑡−1 + 𝑤𝑧𝑥𝑥𝑡 + 𝑏𝑧) (8) 

ℎ̂ = φ(𝑤  ℎ ) + 𝑤  𝑥 + 𝑏 ) (9) 

2.1 Long Short-term Memory 
𝑡 ℎℎ 𝑡−1 ℎ𝑥 𝑡 𝑧 

It is a variant of the RNN architecture [11]. Unlike 
ℎ𝑡 = (1 − 𝑧𝑡)ℎ𝑡−1 + 𝑧𝑡ℎ 𝑡 (10) 

Conventional RNNs, LSTM networks are specifically 

designed to mitigate the vanishing gradient problem, which 

commonly occurs when training neural networks on long data 

sequences. LSTMs incorporate a memory cell that retains 

information over time, along with gates that regulate the flow 

of information into and out of the cell, as illustrated in Fig. 1. 

These gates enable the network to learn which information to 

retain or discard, helping LSTMs overcome the vanishing 

gradient issue [12]. The mathematical formulation of the 

LSTM model is provided in Eq. (1-6). 

𝑓𝑡 = 𝜎(𝑤𝑓[ℎ𝑡−1,𝑥𝑡] + 𝑏𝑓) (1) 

�̂�̂𝑡 = tanh(𝑤𝑐̂ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐̂) (2) 

Here rt,zt,xt & ht represent the reset gate, update gate, 

and input and output gate respectively. 
 

Fig. 2. GRU Architecture 
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1.2 Bi-Directional Long Short-Term Memory 

 

It is a variant of the RNN architecture widely used for 

sequential data processing tasks, including natural language 

processing (NLP) and speech recognition [15]. In a Bi-LSTM, 

the input sequence is analyzed in both forward and backward 

directions, as illustrated in Fig. 3. The outputs from each 

direction are then concatenated to generate the final output 

sequence [16]. By utilizing information from both past and 

future contexts, Bi-LSTM enhances prediction accuracy by 

considering the entire sequence rather than relying solely on 

the current input [17]. 

 

Fig. 3. Basic Architecture of Bi-LSTM 

 

3. VARIABLE INPUT AND DATA 

PREPROCESSING 

This section describes the insights into input parameters and 

data processing techniques that have been used in this research. 

 

3.1 Climate Zone 

region collected from the NREL site are depicted in Fig.4 and 

Fig.5. The daily average wind speed for the specified region is 

shown in Fig.6. 
Table 1. Topographical features of meteorological stations with 

different climatic conditions. 
 

Climate 

Zone 

Meteorolog 

ical 

Stations 

Tamb(
0C) Relati 

ve 

humid 

ity 

No of 

Sunny 

Days 

Hot & Dry IIT 

Jodhpur, 

Rajasthan 

>30 <55 >20 

Cold & 

Cloud 

Meghalaya <25 >55 <20 

Moderate Karad, 

Pune 

25-30 <75 <20 

Composite Gurgaon, 

Haryana 

This condition occurs 

when six months or more 

does not fit into any of the 

classifications mentioned 
below. 

Warm & 

Humid 

CWET 

Chennai, 

Tamil 

Nadu 

>30 >55 <20 

 

 

3.3 Data Preprocessing 

A normalization strategy has been implemented in this model 

to ensure the prediction model remains well-conditioned. 

Normalization enhances the stability and linearity of the output 

while handling non-linear input datasets, as described by: 

A study by Bansal and Minke in 1988 identified five climate 𝑥 = 
 𝑥𝑖−𝑥𝑚𝑛  

𝑛𝑜𝑟𝑚 𝑥𝑚𝑥−𝑥𝑚𝑛 
(11) 

zones from 233 meteorological stations across India by 

analyzing average monthly data. Prevailing weather conditions 

for more than six months is the key criterion for assigning a 

site to these zones. These classified zones are hot & dry, cold 

& cloudy, moderate, composite, and warm & humid as shown 

in Table 1. 

 

3.2 Collection of Meteorological Data and Model 

Inputs 

The site selection and input variables play an important role in 

the performance of the solar radiation forecasting model. Solar 

radiation is highly correlated with different weather variables. 

Yet, all weather parameters do not have the same correlation 

and significance as the forecasted variables. Proper selection 

of adequate input gives a better-performing forecasting model. 

Improper selection of input parameters that have weak 

correlation factors results in a complex forecasting model. In 

this study, 1 year of hourly data for five climate zones has been 

utilized, sourced from the National Renewable Energy 

Laboratory (NREL) site. The primary input variables 

considered for forecasting solar radiation are GHI, temperature 

& wind speed for the multivariate prediction model. The daily 

average solar radiation and temperature for the specified 

Here, xi denotes the ith component of the original data input, 

while xmx and xmn represent the maximum and minimum 

values of the x dataset, respectively. After data processing, the 
dataset, which includes observations of global solar irradiance, 
ambient temperature, and wind speed at each time step, is 
transformed into a supervised learning format. 

 

Fig. 4. Daily Average Solar Irradiance 
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Fig. 5. Daily Average Temperature 

 

Fig. 6. Daily Average Wind Speed 

 

3.4 Design and Development of Deep Learning Model 

 

 

To construct the DL model, the data must be formatted as a 

three-dimensional (3D) array, consisting of batch size, step 

size, and the number of input variables. For instance, a 3D data 

array with a shape of (72,2,25) indicates a batch size of 72, two 

input variables, and 25-time steps. Certain hyperparameters 

were determined through exploratory studies, including batch 

size, the number of epochs, window size, and the number of 

hidden layers. The hyperparameters used for these models are 

presented in Table 2. 

 

 
Table 2. Hyperparameter used for Bi- LSTM Model 

 

Hyper Parameter Values 

Activation Function tanh 

No of hidden layers 50 

Batch size 32 

Epoch 50 

Optimizer Adam 

Learning Rate 0.01 

 

 

4. RESULT ANALYSIS AND 

DISCUSSION 

 
Each mentioned forecasting model is designed and 

simulated in Python software using different optimization 

parameters. In this section of the work LSTM, GRU, and Bi- 

LSTM-based deep learning models are tested for the 

multivariate forecasting models for five different climate 

zones. The performance evaluation and comparison of the 

proposed deep learning model for multivariate forecasting 

models for every climate zone as shown in Table 3 - Table 

7. The Bi- LSTM-based DL model has the RMSE and R2 of 

50.246 and 0.97 for hot and dry weather climate zones. It has 

RMSE and R2 of 77.528 and 0.91 for cold and cloud 

weather climate zones. The Bi- LSTM-based DL model has 

the RMSE and R2 for composite weather is 78.89 and 0.91. 

The Bi- LSTM-based DL model has the RMSE and R2 of 

48.08 and 0.97 for warm and humid weather climate zones. 

The RMSE and R2 of 60.867 and 0.96 for moderate weather 

climate zones. The MAE values for hot & dry, cold & cloud, 

composite, warm & humid, and moderate weather zones 

are 0.0204,0.0406,0.0356,0.0225 and 0.0291. 

 

The MSE values for hot & dry, cold & cloud, composite, 

warm & humid, and moderate weather climate zones are 

0.0018,0.0060,0.0056,0.0020 and 0.0038. The Bi-LSTM- 

The DL model has the MAE and MSE of .0204 and 0.0018 

for hot and dry weather climate zones is the lowest error 

value as compared to the other climate zones. In multivariate 

analysis, Bi-LSTM has the lowest error and convergence for 

hot and dry weather climate zones. The performance 

evaluation and comparison of different DL models with the 

proposed deep learning model for hot and dry weather 

climate zones as shown in Fig.7 & Fig.8. After thoroughly 

analyzing all the results, it is evident that the proposed Bi- 

LSTM model outperforms the other deep learning models in 

both univariate and multivariate forecasting predictions. The 

predicted response plot of the proposed model is shown in 

Fig.9. From Fig.9 it can be observed that the difference 

between the actual output and predicted output is very small 

with minimum errors.: 

 
Table 3. Performance Errors for Multivariate Solar Radiation 

Prediction Hot and Dry Climate Zone 

 

TECHNIQUE R2 MAE MSE RMSE 

GRU 0.976 0.0253 0.0029 50.246 

LSTM 0.977 0.0224 0.0027 50.63 

Bi-LSTM 0.98 0.0204 0.0018 50.60 

 

Table 4. Performance Errors for Multivariate Solar Radiation 

Prediction Cold and Cloud Climate Zone 

 
TECHNIQUE R2 MAE MSE RMSE 

GRU 0.887 0.0426 0.0063 82.55 

LSTM 0.912 0.0399 0.0061 77.21 

Bi-LSTM 0.914 0.0406 0.0060 77.18 

 

Table 5. Performance Errors for Multivariate Solar Radiation 

Prediction Composite Climate Zone 
 

TECHNIQUE R2 MAE MSE RMSE 

GRU 0.912 0.0375 0.0059 78.89 

LSTM 0.932 0.0359 0.0057 76.14 

Bi-LSTM 0.922 0.0356 0.0056 76.76 
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Table 6. Performance Errors for Multivariate Solar Radiation 

Prediction Warm and Humid Climate Zone 

 
TECHNIQUE R2 MAE MSE RMSE 

GRU 0.94 0.0261 0.0024 69.46 

LSTM 0.94 0.0217 0.0021 70.01 

Bi-LSTM 0.95 0.0225 0.0020 60.27 

 

Table 7. Performance Errors for Multivariate Solar Radiation 

Prediction Moderate Climate Zone 

 
TECHNIQUE R2 MAE MSE RMSE 

GRU 0.96 0.0324 0.0041 61.59 

LSTM 0.95 0.0288 0.0039 66.13 

Bi-LSTM 0.96 0.0291 0.0038 60.87 

 

 

 

 

 

Fig. 7. Mean Absolute error Minimization for Multivariate Solar 

Radiation Prediction. 

 

 

 

Fig. 8. Mean Square Error Minimization for Univariate Solar 

Radiation Prediction. 

 

 

Fig. 9. Prediction Response & comparison of the proposed model 

with the actual response 

 

5. CONCLUSION AND FUTURE SCOPE 
An accurate forecasting model is beneficial for the reliable 

operation of the grid and for increasing energy sustainability. 

This paper gives insight into a novel multi-variate and 

univariate solar radiation forecasting model based on deep 

learning. The model was developed using topographical and 

meteorological information for the Delhi, NCR region. The 

forecasting model was developed using irradiance as the 

input for the univariate system, while the multivariate system 

utilized irradiance, wind speed, and temperature as inputs. The 

proposed model was assessed alongside two other DL-based 

models during the training and testing phases. The statistical 

indicators considered for the effective performance of the 

model are RMSE, R2, MAE, and MSE. The proposed Bi- 

LSTM method gives a better result as compared to another DL 

model. During the testing phase RMSE, R2, MSE, and MAE 

are 50.60,0.98,0.0018 and 0.0.0204 for multivariate 

forecasting models for hot and dry weather climate zones. 

Respectively among all the applied models the proposed Bi- 

LSTM-based DL model outperforms another DL model for 

multivariate analysis for hot and dry weather climate zones in 

terms of the loss function. The findings can be utilized for the 

deployment of grid-integrated SPV systems in different 

regions for varying climate zones. The proposed model will 

contribute to energy management applications in smart grids. 

For future research, this work can be expanded in several 

directions: (i) integrating the BiLSTM model with other DL 

models for solar radiation prediction in different locations, and 

(ii) enhancing performance through advanced hyperparameter 

tuning. 
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