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1. INTRODUCTION 

In machine learning, ensemble learning [1] is one of the 

most important algorithms and is based on the supervised 

learning technique. Ensembles learning systems are inspired 

from the nature of decision making process of human beings. 

This is because humans tend to take decisions based on 

different factors. They also take opinions of other people to 

make decisions. Let us take an example to describe the 

process.  Suppose when we buy a particular product from an 

e-commerce portal, we try to check for price of the same 

product from different sellers. We check the quality and 

specifications of the product. We also check the ratings of 

the product and also read the reviews of various customers 

who bought the product. In this way we decide whether to 

buy that product or not instead of buying it blindly.  In 

Machine learning, the same thing is done using ensemble 

learning systems [1]. 

The word Ensemble means “union of parts” which is derived 

from Latin [2]. In ensemble learning, results of different 

classifiers are combined together using different approaches 

to give a new result which is better than the individual 

results of those classifiers. This concept of integrating 

classifiers provided new direction in improving the 

performance of regular classifiers. The regular classifiers 

when run independently often give poor performance when 

applied on large and high dimensional datasets. These 

classifiers also cannot handle class imbalance problem in an 

efficient way. To reduce these errors and improve their 

performance, ensemble learners are needed to construct by 

combining their predictions [1, 2].Today ensemble learning 

systems are used in wide range of real world applications 

such as in biomedical, finance, politics, medicine etc. 

 

© 2024 The Author(s). Published by Indian Society for VLSI Education, Ranchi, India 

 

There are four different category based ensemble classifiers- 

Bagging, Boosting, Stacking and Blending [1]. Among these 

four categories, bagging model, introduced by Breiman, is 

one of the most popular and successful ensemble classifier to 

improve accuracy of classification [2]. Bagging [2,3] is also 

known as Bootstrap Aggregation as it aggregates various 

versions of prediction accuracy of a weak learner when it is 

applied independently on various bootstrapped versions of 

the original training dataset. Every bootstrapped version of 

the training dataset is created by random sampling with 

replacement procedure. In this model first different 

bootstrapped versions are created and then a machine 

learning model is trained on these bootstrapped datasets 

independently and run in parallel. After training, the 

predictions of these models are combined using majority 

voting or weighted average method or using other approach 

to get the final prediction. However Bagging work with 

homogeneous classifier where only a single base classifier or 

weak learner is used.  

Although Bagging is a popular classifier, it has several 

drawbacks. The first drawback is that as it generates 

different bootstrapped datasets by selecting samples 

randomly from the training dataset so some samples are not 

selected at all (out of bag samples) and so some samples are 

not used in the training phase. Secondly drawback is that it 

does not take any special care for the samples which are not 

properly classified in the training phase. The third drawback 

is that for every bootstrapped version it uses homogeneous 

classifiers such as either decision tree or SVM or KNN and 

so on. It results small variance but stable classifiers like 

KNN or SVMs generally does not generate in smaller 

classification error rates. So, there is no significance 

improvement in result via  running computationally 

extensive classification methods on different bootstrapped 
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versions. Apart from this, it is very difficult to judge that 

which classification algorithm does have the best accuracy 

rates when applied to a particular training data.            

Different researchers have already developed different 

modified bagging models [4-16] depending on various 

parameters such as diversity of base classifiers, stability of 

classifiers, class imbalancing problem, etc. to improve the 

limitations of bagging but still they have been working in 

this area to improve prediction accuracy of bagging model as 

improvement of prediction accuracy of a classification 

model with low computational overhead has major impact in 

different application areas such as in medical diagnosis, 

agriculture, stock prediction and so on.   . 

 In this regard, we have proposed a modified bagging 

classification model named M-Bagging which modifies 

bagging model in a novel manner to give better performance 

in prediction system. The rest of the paper is described as 

follows:- In section 2, general bagging approach is 

discussed. Next section describes the proposed M-Bagging 

ensemble classification model in detail. In Section 4, the 

experimental results and discussions regarding the results are 

presented. Finally in last section some concluding remarks 

are presented. 

 

2. TRADITIONAL BAGGING MODEL 
 

It is known as bootstrap aggregating [1,2] and is derived from 

the concept of bootstrapping. It is one of the simplest and 

earliest ensemble based algorithm. In late Nineties, Leo 

Breiman proposed the concept of Bootstrap Aggregating and 

also coined the abbreviated term “Bagging”.  Bagging was 

developed to improve classification by combining predictions 

of randomly generated training sets. It mainly reduces variance 

and produces a robust ensemble model than its base 

components. Here, several homogeneous weak learners with 

high variance are trained on different bootstraps which are 

obtained by resampling the training dataset with replacement 

and then after training, the predictions of these weak classifiers 

are combined through some ‘averaging’ process. Here the 

weak learners are trained in parallel and independently. To 

further understand the working process of bagging, we have to 

first understand the concept of Bootstrapping. 

With the help of bootstrapping (random sampling with 

replacement), many random subsets are created from a training 

dataset. In machine learning, bootstrapping is known as 

resampling technique where many bootstrapped datasets are 

created by randomly selecting samples from the training 

dataset with replacement. Here sampling with replacement 

means that samples can be picked repeatedly more than once 

for each subset. In this way, n sub datasets are created from the 

training dataset (where n is the size of the original dataset) by 

picking various samples randomly from the dataset with 

replacement. Now every homogeneous weak learner is  trained 

based on every bootstrapped dataset and then finally the 

predictions are combined to give the final output. There are 

several ways to do aggregation. If the problem is regression, 

the outputs of the individual base learners are averaged to 

obtain the final output of the final ensemble learner. If the 

problem is classification problem, then the class which has the 

highest majority of votes will be considered as the final 

decision of the ensemble learner. 

 

 
Fig. 1. General Bagging Model 

 

3. PROPOSED WORK 

 
In this paper we have proposed a modified version of bagging 

algorithm named M-Bagging. In this model different 

heterogeneous classifiers such as SVM, Naïve Bayes, KNN, 

DT, LR are used as base classifiers. The proposed technique 

contains four basic steps. The basic four steps are discussed 

below: 

Preprocessing: In the preprocessing phase, relevant features 

are selected using Mutual information measure and then the 

reduced dataset is divided into training and testing dataset. In 

the training and testing dataset the ratio of samples of different 

classes is same. 

Pre Classification Module: Here first different base 

classifiers are trained on training dataset using 10-fold cross 

validation and their classification accuracy are combined using 

majority voting.  According to majority voting based 

classification result, the training dataset is divided into two sub 

datasets: one that contains correctly classified samples and 

other one that contains misclassified samples.  

M-Bootstrapping : A new bootstrapping method named M-

bootstrapping is used to construct different bootstrapped 

datasets. Here, in every bootstrapped dataset, the sub dataset 

that contains misclassified samples is directly placed and after 

that the rest part is filled up using resampling method taking 

training samples randomly from correctly classified instances. 

The correctly classified samples/instances which are not 

selected for creation of a bootstrapped  dataset are used to 

form validation dataset.   

Training phase: In this phase, different base classifiers are 

trained independently on each bootstrap sample dataset and 

after training, these models are tested independently on 

validation set made of out of bag samples. For every 

bootstrapped dataset, the classifier whose classification 

accuracy is highest is considered as the best classifier for that 

Original Training Dataset 

Bootstrap 

Dataset 1 

Classifier1 Classifier N 

 
Classifier2 

 

. . . 

. . 

. . . 
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bootstrapped dataset. In this way, for every bootstrapped 

dataset a best classifier is selected.   

Testing phase: In this phase each sample from the test dataset 

is passed through every best classifier obtained from each 

bootstrapped dataset and the classification result of each best 

classifier is combined using majority voting technique and the 

final class is predicted for each test sample. The block diagram 

of the proposed model is shown in  Figure 2.  

Preliminaries 

Let the dataset be represented by a data matrix 𝐷(𝑚 ∗ 𝑛) 

where m is the no of samples and n is the no of 

features/attributes in the dataset. The samples are represented 

by 𝐸 = {𝐸1, 𝐸2, 𝐸3, … … … , 𝐸𝑚} and the attributes are 

represented by 𝐴 = {𝐴1, 𝐴2, 𝐴3, … … . , 𝐴𝑛}. Each sample is a n-

dimensional attribute vector which contains n no of attributes 

and similarly each attribute contains m no of samples i.e. each 

feature is a m-dimensional sample vector. Here class vector is 

denoted by 𝐶(𝑚 ∗ 1) which represents the class label 

associated for every sample. Let us assume that we have 

𝑢 different class labels. So it can be represented as 𝐶𝑖Є 𝐷𝐶 =
{1 … . . 𝑢}, 𝑤𝑒𝑟𝑒 𝐷𝐶  is the set of different class labels.  

Proposed Algorithm for M-Bagging 

Step 1: Input the dataset 𝐷(𝑚 ∗ 𝑛) and the no of base 

classifiers represented by 𝑇𝑁. In this case 𝑇𝑁 = 5 and base 

classifier algorithms which used here are SVM, Naïve Bayes, 

KNN, Decision Trees (DT), Logistic Regression(LR). 

Step 2: Reduce the no of attributes of the dataset 𝐷(𝑚 ∗ 𝑛) by 

performing relevant feature selection using mutual 

information. Reduced dataset represented by 𝐷(𝑚 ∗ 𝑙)where 𝑙 
is the new number of  attributes. 

Step 3: Divide the dataset 𝐷(𝑚 ∗ 𝑙) into training dataset 

𝑇𝐷(𝑚𝑡𝑟 ∗ 𝑙) and test dataset 𝑇𝑆𝐷(𝑚𝑡𝑠 ∗ 𝑙). 𝑚𝑡𝑟 =
𝑛𝑜 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 and 𝑚𝑡𝑠 =
𝑛𝑜 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑡𝑒𝑠𝑡 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 

Step 4: Train different base classifiers independently by 

applying on training dataset 𝑇𝐷(𝑚𝑡𝑟 ∗ 𝑙) using 10-fold cross 

validation and their results are combined using majority 

voting.  

Step 5: Divide the training dataset into two parts: one 

containing correctly classified samples (TCD) and another part 

containing misclassified samples (MTD).  

Step 6:  Create  𝐷 bootstrapped datasets  by performing M-

bootstrapping technique (random selection of samples from the 

(TCD) dataset with replacement for each bootstraps and by 

taking all samples from MTD dataset). Each bootstrap is 

represented by 𝐵𝐷𝐼 where 𝑖 = {1 … … 𝐷}. Each bootstrap 

contains same no of samples as the training dataset 𝑇𝐷(𝑚𝑡𝑟 ∗
𝑙) as the samples are randomly sampled 𝑚𝑡𝑟 times with 

replacement from training dataset  𝑇𝐷(𝑚𝑡𝑟 ∗ 𝑙). Hence 

bootstrapped dataset represented by 𝐵𝐷𝑖(𝑚𝑡𝑟 ∗ 𝑙). 
Step 7: Identify out of bag samples (samples not included in 

bootstraps) from each bootstraps and use these samples as 

validation dataset for every bootstrapped dataset. Each 

validation dataset is represented by 𝑉𝐷𝑖  where 𝑖 =
{1 … … . . 𝐷}. Total no of validation datasets 𝑉𝐷 should be the 

same as total no of bootstrapped dataset 𝐵𝐷(𝑚𝑡𝑟 ∗ 𝑙).  Here 

total no of validation datasets = 𝐷. 
The proposed M-Bagging model is shown in Figure 2. 

Step 8: Train different base classifiers on each bootstrapped 

versions 𝐵𝐷𝑖 , 𝑖 = (1, … … . , 𝐷) and test them on validation 

datasets 𝑉𝐷𝑖  obtained for each bootstraps 𝐵𝐷𝑖 .  

Step 9: After testing, calculate the performance of these base 

classifiers and compare them and find the best classifier BBCi 

from each bootstraps 𝐵𝐷𝑖 , 𝑖 = (1, … … , 𝐷). 
Step 10: Apply every test sample from test dataset  𝑇𝑆𝐷(𝑚𝑡𝑠 ∗
𝑙)  through all the best base classifiers obtained from different 

bootstraps 𝐵𝐷𝑖 and find the classification accuracy  through 

majority voting of all those classifiers. 

Step 11:  End 

In this paper experimental studies are provided to evaluate the 

performance of the modified bagging version. 

 

4. RESULTS AND DISCUSSIONS 

 
To evaluate the performance of the proposed hybrid ensemble 

classifier, we have calculated the classification accuracy of the 

proposed modified version of bagging algorithm using 

different metrics. To prove the superiority of the proposed 

classifier we have compared it with other traditional ensemble 

classifiers like bagging, e-bagging, adaboost, and also with 

existing single classifiers. 

4.1 Dataset Description 

Here we have taken 4 datasets from the UCCI Machine 

Learning Repository [17] and Colon dataset [18] for the 

experimental purpose. These datasets except Colon  are taken 

from UCCI Machine Learning Repository are Diabetes 

dataset which is 2 class dataset with 9 attributes and 768 

instances, Liver Disorder Dataset which is 2 class dataset 

with 7 attributes and 345 instances, Ecoli dataset which is 4 

class dataset with 8 attributes and 336 instances, and finally 

Dermatology dataset which is 6 class dataset with34 

attributes and 366 instances. Colon dataset is a gene 

expression dataset containing 2000 number of features/genes 

and 62 number of samples.  

In table 1, the description of these datasets is given which 

contains the release year, the no of attributes and instances 

and also no of classes of the datasets. 

 

Table 1: Dataset Description 
Dataset Name Year Attributes Instances No of classes 

 

Diabetes 

1990 9 768 2 

Liver Disorder 1990 7 345 2 

Ecoli 1996 8 336 4 

Dermatology 1998 34 366 6 

Colon 1999 2000 62 2 

 

4.2 Evaluation Metrics 

The performance of the proposed modified version of 

bagging algorithm is assessed with respect to  

1}10- fold cross validation classification accuracy. 

2) classification accuracy based on training and testing 

splitting. 
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In the 10-fold cross validation, first the dataset is divided into 

10 folds. Next 9 folds are used for training the classifiers and 

remaining 1 fold is used for testing. The process is repeated 

for 10 times and after training, the average classification 

accuracy is calculated by taking the average of the 

performance of the classifiers. Bootstrap percentage refers to 

what percentage of bootstraps, the 10-fold classification 

accuracy obtained is best. Here, 10-fold classification 

accuracy is taken as the evaluation metric. 

In training testing splitting, the datasets are divided into 

training and testing datasets with splitting of 80-20, 70-30, 

60-40 and 50-50 respectively. Testing accuracy is used as 

evaluation metric to check the performance of the proposed 

modified bagging algorithm with respect to the splitting 

ratios. The testing accuracy of the proposed algorithm is 

compared with the base classifiers SVM, Logistic 

Regression, NB, KNN and Decision Trees. 

 

Table 2: 10-fold classification accuracy of the proposed M-

Bagging model based on bootstrap percentage 
Dataset Name Bootstrap % 10-Fold Accuracy 

Colon 

30 

50 

70 

0.8521 

0.8646 

0.85 

Diabetes 30 0.752 

50 

70 

0.783 

0.749 

Ecoli 

30 

50 

70 

0.811 

0.879 

0.809 

Dermatology 

30 

50 

70 

0.965 

0.972 

0.986 

 

From the above table it is observed that the proposed modified 

bagging algorithm performs better when the bootstrap 

percentage is 50% in colon dataset. Similarly in diabetes 

dataset, the 10-fold accuracy of the proposed algorithm is 

better when the bootstrap percentage is 50%. The same is 

observed for other datasets. The bootstrap percentage means 

the percentage of original sample remains in the bootstrap 

data. 

In the next table, the values for the no of true positives, true 

negatives, false positives, false negatives, sensitivity, 

specificity are shown with respect to the best 10-fold accuracy 

of the proposed modified bagging algorithm for datasets which 

are of 2 classes. 

 

 

Table 3: TP, TN, FP,FN, Sensitivity, Specificity for 2 class datasets by the proposed modified bagging algorithm with respect to best 

result of 10-fold cross validation accuracy 

Dataset True Positive 
True 

Negative 

False 

Positive 

False 

Negative 
Sensitivity Specificity 

Colon 12 10 6 8 60% 62.5% 

Diabetes 37 39 8 12 75.5% 83% 

Liver 

Disorder 
6 15 10 3 66.7% 60% 

 

Table 4: Comparison of Classification accuracy of M-Bagging Model based on training-testing splitting ratios with respect to existing 

base classifiers 

Dataset 
Splitting 

Ratio 
SVM LR NB KNN DT Proposed 

Colon 

10-Fold 

80-20 

70-30 

60-40 

50-50 

0.652 

0.69 

0.59 

0.579 

0.774 

0.8523 

0.92 

0.73 

0.84 

0.81 

0.569 

0.771 

0.63 

0.61 

0.549 

 

0.782 

0.921 

0.83 

0.81 

0.741 

0.657 

0.769 

0.736 

0.621 

0.742 

0.8523 

0.924 

0.925 

0.88 

0.874 

Diabetes 

10-Fold 

80-20 

70-30 

60-40 

50-50 

0.626 

0.611 

0.654 

0.636 

0.638 

0.764 

0.779 

0.761 

0.753 

0.752 

0.772 

0.773 

0.783 

0.753 

0.755 

0.725 

0.766 

0.653 

0.746 

0.701 

0.704 

0.675 

0.705 

0.712 

0.684 

0.776 

0.732 

0.76 

0.781 

0.77 

Liver 

Disorder 

10-Fold 

80-20 

70-30 

60-40 

50-50 

0.608 

0.637 

0.596 

0.651 

0.612 

0.671 

0.68 

0.673 

0.659 

0.601 

0.516 

0.66 

0.528 

0.498 

0.6588 

0.658 

0.68 

0.644 

0.745 

0.641 

0.608 

0.594 

0.587 

0.594 

0.62 

0.692 

0.683 

0.683 

0.683 

0.683 

Ecoli 

10-Fold 

80-20 

70-30 

0.771 

0.767 

0.756 

0.764 

0.59 

0.812 

0.788 

0.779 

0.756 

0.768 

0.761 

0.723 

0.759 

0.731 

0.667 

0.821 

0.801 

0.821 
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60-40 

50-50 

0.723 

0.767 

0.723 

0.756 

0.789 

0.785 

0.791 

0.809 

0.722 

0.744 

0.812 

0.809 

Dermatology 

10-Fold 

80-20 

70-30 

60-40 

50-50 

0.971 

0.972 

0.972 

0.986 

0.977 

0.971 

0.961 

0.972 

0.986 

0.977 

0.855 

0.854 

0.871 

0.903 

0.838 

0.969 

0.961 

0.971 

0.972 

0.956 

0.944 

0.927 

0.934 

0.965 

0.956 

0.972 

0.961 

0.973 

0.986 

0.984 

 

 

Table 5: Comparison of classification accuracy of the 

proposed M-Bagging model with existing bagging, boosting 

models on different datasets with respect to different splitting 

ratio 

 

From the above table, it is observed that on colon dataset, the 

proposed modified bagging algorithm performs better than 

the other algorithms when the training testing splitting ratio is 

80-20, 70-30, 60-40 and 50-50. Similarly, in case of Diabetes 

dataset, the performance of proposed algorithm is better than 

other algorithms when the splitting ratio is 60-40 and 50-50. 

The same is observed for all other datasets. 

 

In Table 5, the proposed algorithm is compared with standard 

bagging and boosting model using c4.5 classifier and in every 

case the proposed model performance is comparable with 

others.   

Finally Table 6 shows the comparisons of classification 

accuracy obtained by the proposed modified bagging 

algorithm with other existing algorithms like e-bagging, 

adaboost, bagging and logistic regression models using 10-

fold cross validation accuracy. 

From the above table it is observed that on colon dataset and 

dermatology dataset, the proposed algorithm performs better 

than the existing algorithms. 

 

 

Table 6: Classification accuracy comparison with existing e-bagging, adaboost, bagging and random forest algorithm on different 

datasets 
Dataset Proposed M-

Bagging 

E-bagging[19] Adaboost Bagging Logistic 

Regression 

Colon 0.8646 _ - - - 

Diabetes 0.783 0.783 0.754 0.771 0.743 

Liver Disorder 0.765 0.765 0.723 0.645 0.685 

Ecoli 0.879 0.879 0.851 0.862 0.848 

Dermatology 0.986 0.983 0.956 0.969 0.959 

 

5. CONCLUSION 
In this paper, the main purpose is to design a modified 

version of bagging algorithm to optimize the standard 

bagging algorithm.  The main differences between the 

standard bagging algorithm and the proposed modified 

bagging algorithm are that in standard bagging algorithm, 

homogeneous classifiers are used for training but in our 

proposed algorithm we have tried to use heterogeneous 

classifiers for training. In this algorithm, we have also 

considered out of bag samples as validation datasets for 

testing of base classifiers and used five classifiers for training 

purpose which are Support Vector Machine, Logistic 

Regression, KNN, Naïve Bayes and Decision tree.  Apart 

from these, we have selected relevant features using mutual 

information and generated bootstrapped datasets in a novel 

manner. From the experimental results, we have observed 

that our proposed modified bagging algorithm performs better 

than the standard bagging algorithm, adaboost algorithm and 

while comparing their results while it leads to close results 

when compare with e-bagging algorithm.  Thus we can 

conclude that the proposed modified bagging algorithm show 

promising applicability in prediction of datasets. 
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