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1. INTRODUCTION 

Optical character recognition is the recognition of the 

characters that are printed on images. It follows the detection 

of the characters printed followed by the recognition of the 

character. This technique is widely used in various fields and 

applications. Google Lens is an application that does this job 

in an efficient way. Several tools and packages have been 

developed for this purpose. However, these kinds of tools are 

not that good with languages other than English. It is difficult 

to find tools that perform these jobs for regional languages like 

Tamil, Telugu, and Hindi. Python libraries are used for serving 

various functionalities for various reasons. OCR is also an 

important function that Python libraries can perform. An OCR 

library can be developed solely for the Tamil language, and it 

can also have functions to perform the corpus analysis of the 

language. OCR has several layers in its processes like line 

extraction, word extraction, and character extraction followed 

by recognition.  

Tamil is a Dravidian language that is spoken in the state of 

Tamil Nadu in India. It is a very old language that is still in 

use. About 88.6 million people in the world speak and read the 

language. Out of this about 25 million and 12 million people 

read the top two newspapers that are printed in the state. There 

is a huge amount of Tamil-printed image data being generated 

every day. Currently, about 50 renowned Tamil newspapers 

are operating and generating news every day. The Tamil news 

corpus is so big and if trained properly, can provide an OCR 

model for the language. The development of a tool to process 

such a language has a very high scope. 
  
A corpus analysis of a language simply means the analysis of 

the structure, syntax, and grammar of a language. In this 

project, we analyse the corpus on the character level. Once 

after the recognition of a character, we find the class of the 

character. We have four main classes in Tamil namely uyir, 

mei, uyir-mei and ayutha ezhuthu. This project also solves 

several other problems like the processing of Tamil characters 

in the Python programming language. Python does not process 

Tamil as it is supposed to. For eg: in Tamil, the letters ‘க்’, ‘ங்’ 

etc. are mei eluthukkal or consonants. However, python takes 

the letters ‘க’, ‘ங’ as the base and treats ‘க்’, ‘ங்’ as the 

combination of ‘க’ + ‘  ்’ and ‘ங’ + ‘  ்’ respectively while it is 

supposed to be the other way around.  Similarly for all other 

compounded consonants. Due to this, the length of the 

characters is not counted properly. [‘க்’, ‘கா’, ‘கி’, ‘கக’] are all 

considered as two characters while only ‘க’ is a character of 

length one. So, we override the length function in Python so 

that it can process Tamil words.  

 
Transliteration is the process of changing words from one 

language to another such that they sound the same. It is 

different from translation as in translation the meaning of the 

sentences does not change. Transliterated words do not give 

any actual meaning, but they are the combination of letters of 

another language to produce the same sound. For e.g.: the word 

‘கடல்’ is translated as ‘sea’ and transliterated as ‘kadal’ in 

English. In recent times, with the growth of social media, 

transliteration tends to play a major role in natural language 

processing. This is because most of the time, people tend to 

chat in their regional language by typing the letters in English.  

So, transliteration of the text would play a vital role before the 

actual processing could be done. We have included a function 

that can transliterate Tamil words into English words. The 

Tamil corpus that we use to identify the root words is in 

English.  

 

© 2023 The Author(s). Published by Indian Society for VLSI Education, Ranchi, India

 
ABSTRACT 

Several tools are available for the analysis of the English language. However, not many tools are available for the 
analysis of Tamil. Even though most of the applications and programming languages across the internet have 
incorporated the use of foreign languages in them, the ease of usage is not up to the mark. Popular programming 
languages like Python and Java have the capability of processing Tamil, however, they do not follow the rules of the 
language and their respective language classes are not up to the mark.  For e.g., கீ is considered as 2 separate 

characters ‘க’ + ‘ஈ’. This creates an unnecessary overhead in the processing of the language. We also find the 

absence of an open-source library that can process Tamil and perform its analysis similarly to the NLTK library. The 
aim of the project is to build an open-source and user-friendly Python library for the analysis of the Tamil corpus in 
the correct form. A separate class is created for the language to overcome the issues of the inbuilt Python class that 
handles Tamil alphabets. Several functions must be provided to the users for processing any given Tamil text. We 
perform the optical character recognition of printed Tamil characters and process them further to analyze the 
characters detected. 
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2. RELATED WORKS 
 

A paper uses various deep-learning techniques to recognize 

printed or handwritten Urdu text and produces an Urdu corpus 

that can be used for further research and development [1]. It has 

produced the largest-ever Urdu corpus available that consists of 

over 6,02,472 images, including text-line and word images in 

three prominent fonts. Three-level tokenization is performed 

with the text being the root and characters being the leaves. 

Works well for texts with mixed fonts. This concludes that the 

model is generalized for different fonts. The size of the corpus 

is still not sufficient to build a great model. The corpus size 

could be further expanded. The model is generalized for three 

different Urdu fonts, it could be further expanded. The 

background and foreground colors in the dataset are not 

different. So, the performance may be affected by different 

colors. We need to perform data augmentation to generate a 

large and sufficient database for the training and validation of 

the model. We need to ensure that the images in our dataset have 

a wide range of fonts and colors so that the model can perform 

well in various conditions. This paper proposes a conceptual 

learning approach for the recognition and classification of 

Chinese characters [2]. It is the first paper to propose a 

conceptual approach to Chinese character recognition. The 

method obtains better performance than state-of-the-art 

methods. The method does not overperform other methods for 

all given datasets. Only a specific kind of data set like the 

training set is suitable for detection. Conceptually even though 

it has many advantages, it is better to use deep learning 

algorithms to obtain good results across a wide variety of data. 

Another paper aims to create a new benchmark for optical 

character recognition in Tamil by generating a huge dataset and 

analyzing the use case of the database by applying several 

machine learning models [3]. The dataset was obtained from 

about 850 Tamil people which includes school students, 

homemakers, university students, and faculty. Many machine 

learning and deep learning models like CNN, KNN, SVM, 

random forest etc. are used to analyze the data. Only the basic 

models are used for analyzing the data which is insufficient and 

creates a need for resembling. We need to perform ensemble 

learning to combine the power of multiple machine learning and 

deep learning algorithms. The accuracy of our final model could 

be improved through the ensemble techniques. A paper 

introduces a framework for optical character recognition for 

mobile or embedded systems. It uses a two-step framework that 

treats character separation as language-independent and 

classification as language-dependent modules. The proposed 

method surpasses the algorithmic method implemented in 

Tesseract OCR. The method primarily aims at the segmentation 

part of OCR and not at the classification. The independent 

segmentation approach can be used along with a properly 

trained and efficient model to achieve a good result in the end 

[4]. This paper proposes a two-stage strategy for the recognition 

and classification of braille characters. It uses a lightweight 

CNN with a faster processing speed. Performs better than the 

state-of-the-art models with good accuracy and efficiency. The 

application also provides an accessible user interface. Works 

well only with fewer datasets. A high-quality image is required 

to produce good results. The dataset must include low-quality 

images with different extensions to produce better results [5]. 

Effective image denoising and recognition for noisy 

handwritten characters involves using advanced machine,   

learning techniques, such as deep neural networks, to pre-

process and analyze the image data, resulting in improved 

accuracy and reduced noise in the final output. Improved 

accuracy: By removing noise from handwritten character 

images and accurately recognizing the characters, the overall 

accuracy of automated systems that rely on character 

recognition can be significantly improved. Reduced errors: 

Image denoising can significantly reduce the number of errors 

caused by noise in handwritten character images resulting in 

more accurate results Increased efficiency: When the accuracy 

of recognition of characters is improved the efficiency is 

increased and this leads to increased throughput. Improved data 

quality: This can improve the quality of the data used in 

applications such as handwriting recognition. It helps to 

improve decision-making and gives better outcomes. Effective 

noise removal from images and recognition of noisy 

handwritten characters can lead to more accurate and reliable 

automated systems that can improve efficiency, data quality, 

and accessibility. Computational complexity: It can be 

computationally expensive, particularly when dealing with 

large datasets or complex image features. Takes a longer time 

to process the data Limited accuracy: there are still limitations 

to their accuracy, particularly when dealing with very noisy or 

low-quality images. Difficulty with certain character types: 

Certain types of characters, such as cursive or stylized 

handwriting, can be more difficult to recognize accurately, 

particularly when dealing with noisy or low-quality images. 

Sensitivity to changes in image quality: Image denoising and 

recognition techniques can be sensitive to changes in image 

quality, particularly changes in lighting, contrast, or resolution. 

This can impact the accuracy of recognition and require 

additional preprocessing steps. One solution is to use data 

augmentation techniques to increase the diversity of the training 

dataset. This can involve adding noise, varying the lighting 

conditions, or changing the orientation of the characters in the 

images. A combination of image denoising techniques and 

machine learning algorithms can also be used to improve 

recognition accuracy Preprocessing techniques such as 

binarization, thinning, and skeletonization can be employed to 

improve the quality of the images and reduce noise before 

applying the recognition algorithms [6]. A residual handwritten 

Chinese text recognition based on CNN is a state-of-the-art 

technique that utilizes residual connections and attention 

mechanisms to achieve high accuracy in recognizing offline 

handwritten Chinese text. High accuracy: The proposed model 

achieved state-of-the-art results in recognizing handwritten 

Chinese text, indicating that the residual attention mechanisms 

and FCN architecture are effective in improving recognition 

accuracy [7]. The literature study explores the field of Urdu 

optical character recognition (OCR), highlighting its newness 

and wide research potential. It covers OCR system components, 

emphasizing challenges in recognizing Urdu script, especially 

ligatures. The paper identifies future research problems, 

including the need for standardized datasets, labeling 

challenges, cursive text segmentation, and optimal classification 

algorithms. It suggests solutions such as automated labeling, 

segmentation-free systems, and experimentation with 

traditional and deep learning methods to enhance recognition in 

Urdu Nastalique calligraphic 
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style [8]. Another paper proposes a handwritten character 

recognition system for printed Tamil images, implementing 

Optical Character Recognition (OCR) in the initial stage. The 

project addresses challenges like poor print quality and 

unknown font faces and recognizes handwritten text 

inaccurately. Utilizing a Convolutional Neural Network (CNN) 

model for handwritten digit recognition, the system exhibits the 

potential to robustly recognize Tamil characters without 

additional feature collection. Experimental results indicate 

comparable accuracy with existing methods, achieving 98.00% 

accuracy for handwritten Tamil character recognition on a large 

dataset, demonstrating the model's robustness [9]. This paper 

introduces a novel Text Character Recognition (TCR) approach 

involving two main processes: pre-processing and recognition. 

The pre-processing stage comprises RGB to grayscale 

conversion, binarization with thresholding, image 

complementation, morphological operations, and linearization. 

Recognition is performed using a Convolutional Neural 

Network (CNN) with a unique approach - the fully connected 

layer and weights are fine-tuned by an enhanced version of 

standard LA, called SALA. The proposed model (CNN + 

SALA) outperforms other state-of-the-art models, including 

RNN, LA, EHO-NN, and DCNN, with an accuracy of ~0.84 at 

TD = 50, demonstrating improvements of 12.7%, 3.4%, 7.2%, 

and 11.2%, respectively [10]. This paper presents a novel 

approach, the Hierarchical Graph Transformer, for large-scale 

multi-label text classification. The method involves modeling 

text as a graph structure to capture diverse semantics and 

connections. A multi-layer transformer structure, incorporating 

a multi-head attention mechanism at the word, sentence, and 

graph levels, is introduced to comprehensively capture textual 

features. Hierarchical tag relationships are explored, utilizing 

label hierarchy to generate representations, and designing a 

weighted loss function based on semantic label distance. 

Experimental results on three benchmark datasets show that the 

proposed model effectively captures text hierarchy, logic, and 

label relationships [11].  This paper introduces a convolutional 

feature fusion method for Urdu character recognition in natural 

scenes. The approach incorporates multi-scale feature 

aggregation and multi-level feature fusion networks. The multi-

scale feature aggregation network combines low-level and mid-

level convolutional features from different layers, followed by 

integration with high-level features in the multi-level feature 

fusion network. The fused features are then processed by a 

SoftMax classifier for predictions. The proposed network is 

evaluated on three datasets, including a novel Urdu character 

dataset for natural scene images. Real-time data augmentation 

enhances training set samples. Experimental results 

demonstrate superior performance on the new Urdu character 

dataset and Chars74K, with competitive results on ICDAR03. 

The paper outlines future directions, including extending the 

method to recognize cropped words and developing an end-to-

end system for text recognition [12]-[16]. Another paper 

addresses the challenging task of Arabic offline OCR for printed 

text by developing a model based on a combination of the 

FKNN classifier and Genetic Algorithm (GA) [17]. The model 

initially uses a fourteen-feature dataset, which is reduced to six 

features through GA. The FKNN, known for its speed and 

simplicity, is then employed for classification. The model 

leverages the [18] fuzzification process of FKNN to handle the 

cursive nature of Arabic characters, achieving high recognition 

accuracy of 98.69% for various samples in a short time. The 

proposed model focuses on minimizing recognition errors, 

reducing running time, and maintaining a simple structure. 

Notably, it effectively addresses Arabic word overlapping using 

a fuzzy classifier [19]-[22]. Future work aims to utilize more 

complex Arabic fonts datasets, especially Diwani font, and 

address diacritics problems, while also extending the model to 

handle Arabic handwritten words [23]. 

 

3. PROPOSED WORK 

 
We have created a Python library implementing the work of 

character count and classification to analyze the characteristics 

of the language. It counts the number of characters in a 

paragraph/ statement and segregates them into six different 

classes namely uyir (vowels) (அ, ஆ, இ, ஈ, உ, ஊ, எ, ஏ, ஐ, ஒ, 

ஓ, ஔ), ayutha ezhuthu(ஃ), mei(consonants) (க, ங, ச, ஞ, ட, 

ண, த, ந, ப, ம, ய, ர, ல, வ, ழ, ள, ற, ன), uyir-mei (a compounded 

form of vowels and consonants) (refer table 1.1). The 

mei(consonants) are further sub-classified into 3 types namely 

vallinam (க, ச, ட, த, ப, ற), mellinam(ங, ஞ, ண, ந, ம, ன) and 

idayinam(ய, ர, ல, வ, ழ, ள). 

3.1 Techniques Used 

The techniques used are pre-processing techniques to filter the 

noise in the image with the help of an open cv library in python. 

This[24]-[27] is a need to improve the accuracy of detecting the 

images. Line extraction breaks down a huge paragraph into 

separate sentences. Word tokenization to break down the 

sentences into words. Character extraction to break down words 

into their characters. These characters are then fed to the 

classifier model. A character recognition model is manually 

trained on the 124 classes of images to identify each character. 

Using the Convolution Neural Networks (CNN) [28] model the 

classification is done into 4 different classes namely, Uyir 

ezhuthukal, Mei ezhuthukal, Uyir-mei ezhuthukal and Ayutha 

ezhuthu. Transliteration is done to convert the Tamil words into 

English with the same pronunciation. Word pronunciation is 

also included to pronounce the detected words as audio.

 

Table. 1 Compound form of Vowels and Consonants 

 

 

consonants 
Vowels 

அ ஆ இ ஈ உ ஊ எ ஏ ஐ ஒ ஓ ஔ 
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க் க கா கி கீ கு கூ கக கக கக ககா ககா ககௌ 

ங் ங ஙா ஙி ஙீ ஙு ஙூ கங கங கங கஙா கஙா கஙௌ 

ச் ச சா சி சீ சு சூ கச கச கச கசா கசா கசௌ 

ஞ் ஞ ஞா ஞி ஞீ ஞு ஞூ கஞ கஞ கஞ கஞா கஞா கஞௌ 

ட் ட டா டி டீ டு டூ கட கட கட கடா கடா கடௌ 

ண் ண ணா ணி ணீ ணு ணூ கண கண கண கணா கணா கணௌ 

 

3.2 Flow Diagram 

Figure 1 shows the basic flow of the functions in the Python library.  
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Fig. 1 Flow Diagram of the Proposed Work.  

4. MODEL OUTPUT 

 
An image (refer to figure 2) with a paragraph printed in Tamil 

was fed as input to the model to obtain the results. 

 

 
Fig. 2 Character Printed Image. 

 

Figure 3 shows an example of the contour lines identified in a 

word extracted from the image. 

 
Fig. 3 Contours in a word image 
 

Figure 4 shows us the Tamil characters that were detected and 

transliterates the same into English to provide the same sound 

while pronouncing the words. 
 

 
Fig. 4 Detected and Transliterated text 

 
As shown in Figure 5 the characters recognized are classified 

into their respective classes and a count of the number of 

characters in each class is displayed. 
 

 
Fig. 5 Character classification and counts 
 

5. RESULTS AND DISCUSSIONS 
 

We have made a deep learning model that recognizes Tamil 

characters. The model is trained with a dataset consisting of 

62496 images belonging to 124 classes.  
 
The model is compiled with four convolutional and max pooling 

layers were added. The SoftMax activation function is used to 

obtain the probability for all the classes. The model was 

compiled and trained to run for 20 epochs in total. We have done 

software testing on the given dataset to clearly record the 

accuracy changes of the model based on the changes in the 

dataset.  
 
The accuracy comparison with each epoch is shown in Figure 6 

between the proposed and the existing models.  
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Fig. 6 Accuracy of model 
 
Another important parameter that helps us in giving the 

efficiency of the model is the loss function. Unlike accuracy, 

losses of a model may not continuously increase or decrease, it 

could be unpredictable at times. Figure 7 shows the change in 

losses with increasing epochs. We can see that the loss gets 

reduced and then it again increases at a certain point. 
  

   

Fig. 7 Loss of model 
 
The training time taken for the tensor flow model is given in Table 2. As seen, it has taken about 4.75 hours for the training to be 

completed. 
 
Table. 2 Training time of model 
 

Epochs   Time 

 (in seconds) 

1 1300 

4 4938 

8 9502 

12 13878 

15 17129 

 
Execution time of the functions in the library is indeed quite 

high. We would have to pass each function one after the other 

to achieve a higher result. The execution time of running several 

image files as input is given in Table 3. 
  
 

 

 

 

 

 

 

Table. 3 Execution time of model 
 

File Size 

 (in lines) 

Execution Time 

 (in seconds) 

3 6 

5 9 

8 13 

12 17 

 
Numerous Python libraries are used for several purposes, 

however, not many functions are provided in a single library for 

a specific purpose. We do provide many other extra functions 

as well apart from the OCR [29]-[31] detection like 

transliteration, pronunciation using an inbuilt library and length 

validation. Here we have a comparison of the average number 

of functions provided by several tools shown in Figure 8. 
 
We can see that it is usually the online libraries that provide 

more functions. So, we have about seven functions in our library 

at present and it can be further expanded to perform further 

analysis works like morphology, POS tagging etc. 
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Fig 8 gives us a comparison of the average number of functions 

used in different types of applications and the number of 

functions in our model. The number of functions in our library 

has already surpassed the average numbers in websites and 

applications. This can be further expanded to achieve the 

average number of functions in a library.  
 

 
Fig. 8 Average number of functions 
  
The lines, word and character extractor functions are the most 

important functions that occur even before the actual 

recognition takes place. The accuracy and execution time for 

those functions are given in Table 4. 
 

Table. 4 Accuracy and Execution time of 3 functions 
 

Function Accuracy Execution Time 

Line Extractor 92 0.534 

Word Extractor  79 0.832 

Character Extractor 68 1.327 

  
 
The dataset we selected is rich in various foreground and 

background colours that increase the efficiency and accuracy of 

detecting the characters in all possible scenarios. As we make 

use of the open-cv library, we are also able to detect the contours 

of different fonts up to a decent level of accuracy. Figure 9 

shows the comparison of our model with existing models in 

terms of the average number of colours and fonts identified. 
 

 
Fig. 9 Number of colours and fonts identified. 
 
CRR is a metric that measures insertion, deletion and 

substitution errors that tend to occur at the character and word 

levels. It is a standard evaluation method that is used for 

assessing the accuracy of an OCR model. WRR equals the total 

number of words that were correctly identified divided by the 

number of words. Table 5 shows the values for the same for our 

model compared with some existing models. 
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Table. 5 CRR, WRR and Execution time of 3 Models 
 

Model WRR CRR Execution Time 

(seconds) 

RNN LSTM 95.37 98 128.63 

RNN GRU 95.28 98 118 

CNN 98 99 120 

 

6. CONCLUSION  
 

We have successfully created a Python library that can detect 

the Tamil characters in an image and perform the respective 

detection, recognition, and analysis of characters. We have 

achieved an accuracy of 94.38% with our recognition model 

along with precision and recall of 100 and 99.83 per cent 

respectively. Even though various libraries exist for the OCR 

detection of characters, this is the first library to be created 

solely for Tamil which is the novelty of this research paper. 

Several functions have been integrated into this library and in 

future the scope of expanding this library will be high. We can 

still make improvements to the accuracy of this model and make 

it better and can also add more corpus analysis functions to 

make it a better and complete package that can handle all the 

works of Tamil with a few lines of code. This would highly 

benefit the users planning to perform corpus analysis like 

morphological analysis, summarization etc. with Tamil text. 

The fact that they can give the images with printed text as input 

is an added advantage. 
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