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1. INTRODUCTION 

The origin of the coronavirus name is taken from Greek and 

its meaning is crown or halo, which alludes to the virus look, 

indicates viral infection. It looks like a royal crown under an 

electron microscope. Thus, it is also known as the Crowned 

Virus [1]. Early instances of animal to human transmission of 

this disease have been traced to wild animals sold at Huanan 

seafood market in Wuhan, China. This indicates that the 

pandemic had a zoonotic origin. Some studies considered bats 

as the origin. 

The Coronavirus is a member of the single-stranded RNA 

virus (+ssRNA) family, which is usually found in animals [2]. 

It primarily spreads among humans by droplets produced by 

infected person at the time of speaking, coughing and 

sneezing. Because the droplets are heavy in weight to travel 

long distance, they transfer from one human to another when 

they came in contact. As of now, there are around 40 distinct 

species of coronavirus family, out of which seven have been 

proven to be transmitted to people via most common infection 

like common cold [3]. This virus produces mild symptoms, 

such as common cold, fever, muscles pain, dry cough, and 

breath shortness, in around 99% of patients. The remaining 

patients can have serious or critical situations such as Heart 

attack, Kidney failure, Pulmonary edema, and Septic shock 

[2].  
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Human-to-human transmission has fueled its fast expansion, 

approximately 47Cr confirmed cases, including 61L deaths in 

different countries as of March 21, 2022. 

The spike in number of COVID-19 infected patients has kept 

medical diagnosis systems under severe strain. How- ever, this 

spread might be considerably halted if an early effective 

screening tool for detecting COVID-19 is developed. 

Researchers and doctors faced a formidable task in finding 

techniques to promptly diagnose these conditions [4]. Detec- 

tion of the virus at early stage and isolation of the infected 

patients is crucial in controlling and dealing with the COVID- 

19 plague. The following are the most often utilized COVID- 

19 testing tools: 

• Reverse Transcription Polymerase Chain 

Reaction (RT-PCR) - The conventional and 

accepted screening method for detection of 

coronavirus is RT-PCR, although it suffers from lot 

of limitations. The recall range of this method is 70% 

to 90%. Along with the low sensitivity, it has an issue 

of delayed result as it may take around 2 days to 

generate the report after the lab test [5]. Due to the 

large number of tests that must be evaluated, it may 

take approximately five days or more in some 

countries. The tradeoff for this diagnosis method 

comes with high requirement of manpower and also 

with the risk of trans- mission of infections to the 

testing medical staff. We have seen that the existing 

medical system was overwhelmed by high demand of 

such kits during the pandemic. Hence, least 
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dependency on medical diagnosis infrastructure will 

be preferred for initial screening process. 

• CT - Scan - It is a complementary tool for the 

detection of COVID-19. Ground Glass Opacities 

(GGO) located   at peripheral lungs and 

consolidation, interlobular septal thickening, and 

indications of air bronchogram were identified as 

popular indications on CT-Scan of COVID-19 

 infected patients [6]. This method is not only expensive but is 

also hazardous to health. One can either acquire infection from 

the equipment itself or fall prey to the radiations which are of 

high magnitude.  

patients [6]. This method is not only expensive but is also 

hazardous to health. One can either acquire infection from the 

equipment itself or fall prey to the radiations which are of high 

magnitude.

•  Chest X-ray images (CXR images) - Despite the 

avail- ability of a wide range of imaging techniques, 

it is believed that chest radiography has limited 

sensitivity for crucial clinical findings [7]. The simple 

availability of X-ray equipment, during the shortage 

of testing work- benches and kits, mandates its use to 

detect COVID-19 occurrences. CXR images suggest 

that early indication of COVID-19 infection is 

detected in the posterior portions and lower lobes of 

the lungs, with a subpleural and peripheral 

distribution as shown in Fig. 1. Among other 

available imaging techniques, X-ray is cheap and 

plays significant role in identifying COVID-19 at the 

time of pandemic. This study considered online 

available CXR images for training the model. 

 

 
Fig. 1 CXR images of Normal and COVID-19 patients. (a) 

The CXR image of a normal patient (b) The CXR image of 

patient typical subpleural peripheral opacity [8]. 

 

The remaining portion of the paper is organized as follows:  

Section 2 addresses review of comparable works. Section 3 

presents detailed explanation of the model proposed in this 

paper. Section 4 describes the datasets in detail, along with the 

results of implementation and a comparison of the proposed 

model to previous works. Finally, section 5 brings the paper to 

conclusion. 

  

2. LITERATURE REVIEW 
 

It is found that various applied literature is present to 

automate the process of diagnosing spread of infection 

caused by Coronavirus using Chest X-rays. The employment 

of Convolutional Neural Network (CNN) architectures in the 

classification domain is very common. Many DL 

architectures are either basic CNN or a variant of the basic 

CNN architecture. Khan et al. [9] implemented a Deep 

Convolutional Neural Network (DCNN) model named as 

CoroNet for multi class classification. The dataset used for 

this experiment consist of CXR images of healthy people, 

CXR images of people infected with Coronavirus, Viral 

Pneumonia and Bacterial Pneumonia. They performed 

multi-class classification among these 4 classes. They 

considered approximately 1251 CXR images for this work. 

Their model had achieved accuracy of95% for multi-class 

classification and 99% for binary class classification. This 

study hampered by low sample sizes of dataset. Wang et al. 

[10] has also performed experiments with DCNN and 

proposed a model named as COVID-Net. They considered 

around 12,990 CXR images for their study. They had achieved 

93.3% accuracy. The accuracy of this method is comparatively 

less and also has imbalanced dataset size such as - 8000 CXR 

images of normal cases, 5538 of non-COVID- 19 pneumonia 

cases and only 266 of Coronavirus infected cases. 

Transfer Learning (TL) model is also considered as one of the 

promising techniques used in detection of diseases on the normal 

and medical images. Farooq et al. [11] proposed    a fine-tuned 

ResNet-50 model for classification of CXR images. They 

followed three steps process by resizing the input image size to 

128x128x3, 224x224x3, and 229x229x3 pixels respectively. 

They have also changed the values of hyper-parameters of the 

network at each stage. This helps them in getting accuracy of 

96.33% in 41 number of epochs. Minaee et al. [12] also used TL 

for training four variants of CNN models. They considered 

around 2000 CXR images for training purpose and 3000 CXR 

images to evaluate the model. This study obtained recall of 98% 

and specificity of 90%. Eswara et al. [13] also proposed a fine-

tuned ResNet-50 model for detecting Coronavirus using CXR 

images. They considered around 3500 CXR images for ternary 

classification. Their proposed model achieved accuracy of 98%. 

Bhattacharyya et al. [14] detected COVID-19 from CXR 

pictures using a mix of SVM and CNNs. Bargshady et al. [15] 

implemented a model using Generative Adversarial Network 

(GAN) along with semi-supervised Cycle-GAN for data 

augmentation and Inception-Net V3 for classification. Their 

proposed model achieved accuracy of 94.2%. The limitation of 

this study is that it considered only one public repository for their 

dataset. Chakraborty et al. [16] implemented a model by using 

segmentation as a preprocessing technique and ResNet18 model 

for classification. Segmentation technique removes the 

unwanted regions form the X-ray image and keeps the desired 

lung tissues. They considered around 10,000 samples for this 

study. Their proposed model achieved accuracy of 96.43% with 

recall of 93.68%. Most of the above-mentioned studies had used 
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transfer learning for classification using pre-trained weights. 

This technique has a disadvantage that DL models is not 

processing original dataset, specifically the COVID-19 dataset. 

Thus, these weights may result with bias prediction. 

 

3.  METHODOLOGY 

 
During the early stage of COVID-19 infection, the posterior 

portions and lower lobes of the lungs get contaminated. This 

results in the formation of GGO and consolidation on the Chest 

X-ray images [17]. The observations from GGO indicate the 

formation of hazy shade of grey at lower lobes with visible 

white lung outlines that represent blood veins.  In case of 

critical COVID-19 patients, the diffuse or multifocal 

consolidation are detected in chest x-ray images, resulting in 

’white lung’. To investigate these findings from the medical 

images, optimized deep learning approach is needed that can 

extract hierarchical image features. The Inception block, 

which is the foundation component of the famous Inception 

Net [18], has the capability of evaluating spatial data at 

numerous resolutions. 

 

A.  Inception-Net V3 

The Inception network marked a turning point in the evolu- 

tion of CNN classifiers. Prior to its development, most popular 

CNNs merely built convolutional layers deeper and deeper in 

the hopes of boosting performance. The Inception network, on 

the other hand, is complex. It used a variety of strategies   to 

boost performance in terms of speed and precision. The 

following are some of the technologies: - 

• Factorized Convolutions - General Deep Neural 

Net- works have a high computational cost. For reducing this 

cost, inception module includes an additional convolu- tional 

layer of kernel size 1x1 before the layers with kernel size 3x3 

and 5x5. Though it may appear that adding an extra operation 

is paradoxical, 1x1 convolu- tional layers are significantly less 

expensive than 5x5 convolutional layers, and it also helps in 

reducing the number of input channels. To boost computing 

speed, it factorises a 5x5 convolution into two 3x3 convolution 

operations. Although it may appear to be paradoxical, a 

convolution layer with kernel size 5x5 costs 2.78 times more 

than a layer with kernel size 3x3. So, stacking two 3x3 

convolutions actually improves performance. 

• Asymmetric Convolutions - This Inception model 

also include asymmetric convolutions instead of symmetric 

convolutions. A 3x3 convolution, for example, is identical to 

first conducting a 1x3 convolution and then doing a 3x1 

convolution on its result. It is proved that this approach is 33% 

less expensive than a single 3x3 convolution. 

The proposed architecture is based on convolutional layers and 

inception blocks. The Inception module’s inherent architecture 

allows it to do multi-resolution analysis. Kernels of different 

sizes are employed in certain layers of standard CNN models 

to collect information via convolution. In an inception module, 

on the other hand, kernels with variable receptive field widths 

such as 1x1, 3x3, and 5x5 are employed in parallel fashion 

among different layers. The major advantage of this technique 

is that it enables the model to detect features of different sizes. 

The retrieved feature maps are then layered depth-wise to gen- 

erate the inception module’s output. Along with the preceding 

feature maps, a pooling layer of size 3x3 is also stacked. The 

feature maps obtained from the concatenated layers of the 

inception module are high in quality and deliver important 

features to the next convolution layer. The architecture of 

Inception-V3 block, refer for this work, is shown in Fig. 2. 

 

 

 

 
Fig. 2 Architecture of Inception-V3 block A as defined in 

[19] 

 

The proposed model modifies the original Inception-Net with 

stack of 3 inception blocks as stated in Figure 3 and named this 

modified model as Inception-LeNet. Following that, a Global 

Average Pooling layer are cascaded to lower the output 

dimension. Then a dense layer is added with an activation 

function as softmax classifier to predict the final output. The 

input is routed through convolutional blocks of filter size 3x3 

and 1x1 with max-pooling layer in order to reduce the 

dimensionality. 2 dropout layers are also included in the model 

to reduce the problem of overfitting. The archi- tecture of the 

Inception-LeNet is shown in Fig. 3. 

Fig. 3 Architecture of Proposed Model, Inception-LeNet 
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4. EXPERIMENTAL DETAILS AND 

RESULTS 
A.  Data acquisition and preparation 

 

For any effective DL classification model, dataset plays an 

important role. These learning models are driven by data. 

Although, COVID-19 is a fairly new disease but still, 

multitude of datasets have been made available due to ongoing 

research. This easy accessibility of data guided our study and 

we have gathered CXR images from two pubic data sources. 

The public datasets taken into consideration are: Covid-

ChestXray- Dataset [20] and COVID-19 Radiography 

Database [4]. Covid-ChestXray-Dataset is a public github 

repository of dataset available for Chest X-ray images of 

COVID-19, cre- ated by Joseph et al. For analytical reasons, 

the authors acquired radiological images from several 

legitimate records of COVID-19 events. This is the mostly 

used COVID-19 research dataset employed by many 

researchers. As of now, it contains 930 COVID-19 Chest 

radiography images. COVID-19 Radiography Database 

consists of around 3599 CXR images of COVID-19, 

approximately 10,000 CXR images of normal person and 1345 

CXR images of Viral Pneumonia. For this study, the images 

from these two sources are merged to form the two datasets 

used in this study to analyze the performance of the Inception-

LeNet. This merging is performed to make the dataset sample 

size balanced so that the performance can be measured 

efficiently. The obtained subsets are: 

• CovNorm-Loc Datset (D1)- It contains CXR images 

of people infected with Coronavirus and CXR images of 

healthy people. This dataset has divided into two subsets i.e., 

Training and Testing set. Training set consist of 4160 CXR 

images and testing set consist of 3010 CXR images 

respectively. 

• CoVira-Loc Dataset (D2) - It contains CXR images 

of people infected with Coronavirus and CXR images of 

people infected with Viral Pneumonia. Training set of this 

dataset consist of 2360 CXR images and testing set consist of 

517 CXR images respectively. 
 

For the experiment, data is splitted in training and validation 

sets in ratio of 80:20. Detailed knowledge of both the dataset 

is shown in Table I. 

 
Table 1 statistics of datasets D1 and D2 

CovNorm-Loc (D1) 

 
Training Data Testing Data 

Covid-19 2150 1507 

Normal 2010 1503 

CoVira-Loc (D2) 

 
Training Data Testing Data 

Covid-19 1125 264 

Viral-Pneumonia 1235 253 

B.  Fine-tuning the parameters of the proposed 

architecture 

To construct an optimum DL model in the area of medical 

research, it is necessary to guarantee that the quality of the 

publicly available dataset size is enough for training and 

testing the models. To ensure this, data augmentation 

techniques can be employed. For this study, input size of 

image is 229 x 229 x 3 and various data augmentation 

techniques are used to avoid overfitting. During training, 

images are randomly rotated by 15 degrees, shear range and 

zoom range are set to 10% and 20% respectively. 

Furthermore, both the width shift (horizontal translation of 

the picture) and the height shift (vertical translation of the 

imagery) are considered as 10%. Horizontal flipping is also 

enabled.  

The hyperparameters selected in this study are following: 

Learning rate = 1e-2, Epochs = 35 for D1 and   20 for D2, 

and Batch size = 64. A dynamic technique was chosen to 

update the Learning Rate (LR) of the model automatically. 

Initially, LR is set to 1e-2. The used technique lowered the 

LR with a factor of    two whenever the validation loss stayed 

constant or cannot reduce for more than three epochs. To 

avoid overshooting, this technique alters the behavior of 

lowering the velocity when the obtained weight vectors 

reached close to the global minima. The beginning value of 

LR is 0.001, reduction factor is 0.5, minimum learning rate 

is e−4 and patience factor are 3 epochs respectively. These 

values are selected by analyzing classification results 

multiple times. 

 

The study of detecting Coronavirus form CXR images   has 

been divided into two parts.   First   part   performs   the 

classification among CXR images of non-infected people 

(Normal) and COVID-19 infected people. Second part 

performs the classification among CXR images of people 

infected with Coronavirus and CXR images of people 

infected with Viral Pneumonia. Precision, Accuracy, Recall 

and Area Under a Receiver Operating Characteristic Curve 

(AUC) are four metrices considered for evaluating the 

efficiency of the proposed model. Figure 4 depicts the plots 

for accuracy and model loss on both the datasets D1 and D2 

respectively.  In case of D1 dataset, minimum validation loss 

achieved is 0.0471 with accuracy of 98.44% at 27th epoch. 

Model’s overall accuracy is 98.00%. The AUC value 

achieved is 0.938. It is observed that for D2 dataset, 

minimum validation loss is achieved as 0.01 with an 

accuracy of 99.58% at 11th epoch. Overall accuracy 

achieved for this dataset is 99.36%. The AUC value achieved 

is 0.953. Other performance metrices   of the proposed work 

are shown in Table II. Confusion matrices of the proposed 

model on CovNorm-Loc dataset and CoVira-Loc dataset are 

shown in Table III and Table IV respectively. 
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Fig. 4.   The accuracy and validation loss plots : (a) & (b) represent the plots for CovNorm-Loc dataset and (c) & 
(d) represent the plots for CoVira-Loc    dataset 

Table 2 Precision and recall metric on D1 and D2 datasets 
on the proposed model 

D1 

 Precision Recall 

Covid-19 0.94 0.95 

Normal 0.95 0.93 

D2 

 Precison Recall 

Covid-19 1.00 0.91 

Viral-Pneumonia 0.91 1.00 

C. Comparative analysis of the proposed model 

Various researchers have done work in the field of detecting 

Coronavirus by using Chest X-ray. A comparative analysis is 

performed to compare the performance of the proposed 

model. Table V summarizes comparisons of the most recent 

and popular relevant studies using accuracy as the metric. It 

is observed that Inception-LeNet has performed better in 

comparison to the literature model with an average accuracy 

as 98% and 99.36% for D1 and D2 respectively. Table V 

demonstrates that the sample size of dataset used for this 

study is larger than the sample sizes used by authors of [21], 

[22], [23], [24]. The proposed model also showed lower 

validation loss such as 0.0471 for D1 and 0.01 for D2 datasets 

respectively. 

 

 
 

Table 3 Confusion matrix of inception-lenet on 
covnorm-loc Dataset (D1) 

 
Table 4 Confusion matrix of inception-lenet on 

covira-loc dataset (D2) 

 

(a) 

 

(b) 

(c) (d) 

Ground truth 
Predicted class 

Total 

Pneumonia COVID-19 

Pneumonia 252.00 1.00 253.00 

COVID-19 34.00 230.00 264.00 

Ground truth 
Predicted class 

Total 

COVID-19 Normal 

COVID-19 1404.00 99.00 1503.00 

Normal 77.00 1430.00 1507.00 



428  

Table 5 Comparison between proposed method and  

existing methods 

 

5. CONCLUSION 
In this paper, a model “Inception-LeNet” inspired by 

Inception-Net V3 architecture is proposed to automate the 

process of detecting Coronavirus by using Chest X-ray images. 

To test the performance of Inception-LeNet, two datasets are 

taken into consideration.  The proposed model obtains an 

accuracy of 98% for D1 and 99.36% for D2 with AUC values 

as 0.938 and 0.953 for D1 and D2 respectively. It is observed 

that Inception-LeNet surpassed the existing result of various 

literature works in the field of detecting COVID-19 CXR 

images from the non-COVID-19 CXR images in terms of great 

accuracy and AUC value. Furthermore, Inception- LeNet 

consumes fewer computing resources than the original 

Inception-V3 architecture due to its smaller number of 

parameters. As a result, researchers and doctors can detect and 

classify COVID-19 in less time and with better efficiency. This 

work can be expanded in the future to deal with datasets having 

image noise, fine and negligible differences between CXR 

image of healthy person and CXR image of Coronavirus 

infected person, ensuring the robustness of the model. The 

novelty is here extracted high dimension feature map by 

applying custom convolution layers. 

 

Future scope:  In future, different deep learning and vision 

transformer models can be improved by collecting large 

dataset, and then applies many pre-processing techniques, new 

features, and finding the severity of individual respiratory 

diseases. The same would be applicable for various types of 

medical tools, such as CT, CXR, thermal imaging. 
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