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1. INTRODUCTION 

Every year, the amount of content on the Internet nearly 

doubles [1]. The number of hosts in the DNS in July 2009 is 

681,064,561 [2]. Text summarizing research began in the 

1950s, yet no system exists today that can generate Gold 

Summaries (Professional Human Summaries). In general, text 

summaries are created in a step-by-step fashion. Text 

documents are first preprocessed. Preprocessing includes 

processes like stop word removal, stemming etc. In the next 

step sentences are scored on the basis of some criterion. 

Scored sentences are then selected to generate the final 

summary [3]. According to [4], text summarization is in high 

demand to address the ever-growing volume of text data 

available online to find relevant information more quickly. 

Text summarization is not merely a convenience but a 

necessity in the contemporary information landscape. Its 

ability to distill large volumes of text into concise and 

meaningful summaries addresses fundamental challenges 

related to information overload, time constraints, and the need 

for efficient knowledge extraction, thereby making it an 

indispensable tool across diverse domains for Information 

Overload Mitigation, Enhanced Information Retrieval, 

Improved Comprehension, Multi-document Summarization 

for Aggregated Insights, Automation in Decision Support 

Systems, Accessibility Inclusivity and Personalization. 

As the digital age continues to accelerate the production of 

textual content, summarization emerges as a crucial tool to 
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sift through, distill, and present information in a concise and 

digestible format. 

Within the domain of text summarization, two primary 

approaches have gained prominence: extractive and 

abstractive summarization.  

Extractive summarization focuses on the extraction of salient 

information directly from the source text. Unlike abstractive 

summarization, which involves generating new sentences to 

capture the essence of the document, extractive 

summarization identifies and selects existing sentences or 

phrases from the original text to compose the summary. This 

method aims to preserve the original wording and coherence 

of the source material while distilling its key content by 

Sentence Ranking Methods. These methods assign scores to 

sentences based on suitable criteria.The methods heavily 

relies on features derived directly from the source text. This 

could include statistical measures, linguistic features, or 

semantic analysis to identify sentences that capture the 

essence of the document. The sentences with the highest 

scores are then included in the summary. Extracted sentences 

are typically kept unchanged, ensuring that the summary 

reflects the language and nuances of the original document. 

 

While extractive summarization has its advantages, it also 

faces challenges such as redundancy, coherence issues, and 

potential information loss. Striking the right balance between 

inclusion and exclusion of sentences poses a continual 

challenge in achieving optimal summarization results. 

Summarization poses a challenge in terms of evaluation as it 
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necessitates a database containing text and their 

corresponding summaries that have been written or curated by 

humans. The definition of a good summary is an open-ended 

question[22]. These summaries, often referred to as "gold 

summaries", are challenging to obtain in real-world scenarios, 

and hence, research in this field tends to concentrate on news 

articles and scientific papers where they are most easily 

accessible. We have used DeepMind Q&A CNN/Daily Mail 

dataset[4].  

 

The DeepMind Q&A CNN dataset contains 92,579 news 

articles and their respective summaries termed as highlights 

in form of separate paragraphs with @highlight tag.  

The dataset was made available by New York University.  

We parsed the dataset to create stories and their summaries in 

separated individual files. The separated stories and their  

summaries are then used to create a Pandas data frame which 

is treated as our raw corpus and needs cleaning. 

Zero, one or two sentences, patterns that do not contribute 

much to the article and interview conversations are removed 

before summarization. The cleaned corpus contains 90,887 

articles with their summaries. 

 

The articles are cleaned up during the preprocessing phase 

before summarization by performing operations such as word 

and sentence level tokenization, lemmatization, stemming, 

Part of Speech tagging, removing stopword and punctuation. 

A thorough explanation of each of these preprocessing tasks 

is provided. 

 

● Sentence Tokenization: The sentence-by-sentence 

breakdown of the article using sentence segmentation, 

which takes into account boundary constraints like a 

full stop or question mark. 

● Word Tokenization: Tokenization is a process 

whereby phrases are broken down into their 

component words and special characters like spaces, 

commas, colons, semicolons, dashes, hyphens, closing 

brackets, quotations, exclamation marks, etc. are 

excluded. 

● Stop‑Words Removal: Stop words refer to frequently 

appearing words that don't significantly add to the 

document's meaning. The NLTK library can be 

utilized to iterate through all words and eliminate stop 

words. 

● Removing Punctuations: Punctuation characters are 

obsolete symbols present in our corpus documents. 

We are going to remove these -              !\"#$%&()*+-

./:;<=>@[\]^_‘{|}~\n  

● Stemming and Lemmatization: Words are reduced to 

their stems through the process of stemming, while 

lemmatization involves reducing words to their root 

form. Stem need not be a dictionary word while 

lemmatization reduces token to a root synonym and 

will be a dictionary word. The Porter-Stemmer from 

the NLTK library was utilized for the purpose of 

stemming.  For Lemmatization we have used NLTK 

library’s WordNetLemmatizer. 

● POS Tagging : This method classifies tokens/terms 

into the Part of Speech groups., such as nouns, 

pronouns, verbs, adverbs etc 

 

The effectiveness of extractive summarization systems is often 

measured using metrics such as precision, recall, and F1 score. 

 

The remaining sections are, Section 2 describes the scoring 

methods we have used for extractive summarization approaches 

in detail. Experimental results and Analysis is in section 3. 

Conclusion and Future Work in section 4. 

 

2. METHODOLOGY 
Methods based on Extractive Summarization include a series of 

steps: 

●  Preprocessing of text for summarization 

● A numeric value i.e. score assigned to each of the  

sentences based on method used. 

● Ranking of the sentences using the score either by 

sorting or other ranking algorithm. Higher ranked 

sentences are preferred over lower ranked sentences 

for summary. 

Different techniques have been used to find that numeric 

value i.e. score for each sentence.These methods assign scores 

to sentences based on a suitable criteria.The methods heavily 

relies on features derived directly from the source text. This 

could include statistical measures, linguistic features, or 

semantic analysis to identify sentences that capture the essence 

of the document.The methods we have used are Frequency 

based approach, Graph based approach, Latent Semantic 

Analysis based approach and Feature based approach. 

 

2.1 Frequency Based Approach 

The fundamental method for summarizing articles is the 

frequency-based approach. The utilization of frequency analysis 

allows for the identification of relevant and non-relevant 

elements within a given article through the assessment of word 

significance. Typically, the topic conveyed in an article is 

represented by the words that occur most frequently. 

 

Normal frequency based approach 

Following the removal of stop words, J.N. Madhuri et al. [9] 

offered a method to construct an extracted summary by ranking 

sentences based on the frequency of their terms. Sentence score 

is calculated by adding frequency of word of the sentence in the 

whole article  then normalizing using sentence word count. It's 

universally applicable, but cannot differentiate between 

sentences on a semantic level and also gives more score to 

lengthy sentences. 

 

 

TF-IDF Method  
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The TF-IDF method mitigates the influence of frequently 

appearing words that possess a higher frequency in the corpus 

by associating them with their respective occurrence count in 

the set of documents. The TF-IDF methodology prioritizes 

uniqueness in generating the feature vector, thereby addressing 

the challenge of rarity of a given term 

 

 

 

 
 

TF-IDF has different kinds of  term weighting schemes[15]. 

Many  summarizers [2, 3] utilize this technique since TF-IDF 

weights are simple and quick to calculate and also serve as 

effective indicators of the significance of words. 

 

N-gram frequency based approach 

We have modified the normal frequency based approach using 

n-gram where instead of using a single word we are using a 

sequence of n words. Sentence score is calculated by adding 

frequency of each n-gram item of the sentence in the whole 

article and then normalizing using sentence n-gram count. 

 

 
 

Now we select the required number of sentences by sorting this 

score. 

 

2.2 Graph Based Approach - TextRank 

Focus for extractive text summarization is to rank the sentences 

based on their score. Here score can be calculated using the 

PageRank Algorithm[14] through the 

sentence_similarity_graph created between all the sentences of 

the article. Once the sentences have been ranked, the summary 

is generated by including the most significant sentences. This 

can be achieved through the application of either threshold 

values or selection of the top n sentences with respect to the 

scores. 

The similarity matrix will be a square matrix consisting of the 

sentence similarity of a sentence with every other sentence in 

the document. 

To calculate sentence similarity score between two sentences, 

we will be vectorising both the sentences and then calculating 

the cosine distance between both vectors as a similarity 

score[8].  

To vectorize sentences, we are using two different methods. 

One involves normal vectorization using sentence length while 

other uses Glove Embeddings. 

 

2.3 Semantic based approach - LSA 

The concept of LSA - Latent Semantic Analysis was introduced 

by [20]. The fundamental concept underlying the utilization of 

LSA for summarization is Words that tend to appear in similar 

contexts are likewise associated within the same singular 

unified space [21]. 

The Latent Semantic Analysis (LSA) technique is utilized to 

convert sentence vectors from a term space (non-orthogonal 

features) to a concept space with a lower dimensionality and an 

orthogonal basis. This is done by performing singular value 

decomposition of term sentence matrix A. The outcome of the 

process yields three matrices, namely U, V, and ∑: 

 

where, 

A is the input term sentence matrix (m×n);  

U is words × extracted concepts (m×n); 

∑ is diagonal descending matrix (n×n) and represents scaling 

values; 

VT  is sentences × extracted concepts (n×n) [6]. 

 

The vectors that correspond to the terms and sentences in the 

concept space are respectively represented by the columns of 

matrix U and the rows of matrix VT. By selecting the top k 

concepts based on their eigenvalues, we can obtain the optimal 

k-rank approximation of matrix A through the least squares 

method [7]. 

The score of a sentence, if V is the sentence vector and σ is the 

eigen-value of the ith concept in the concept space, is calculated 

as 

   
Steps followed during the process :  

● For the preprocessed sentences calculate TF-IDF 

weights 

● Get the sentence vectors V using the TF-IDF values. 

● Applying SVD to the vectors obtained using TF-IDF 

weights 

● Obtain the k highest singular values S utilizing the 

SVD. 

● Utilize thresholding to eliminate singular values. This 

is a   heuristic, and we can choose values according to 

our preference or take it as the mean of all values. 

● To obtain the weights of sentences per topic, it is 

necessary to multiply each column of the term sentence 

matrix V by its corresponding squared singular value 

from matrix S. 

● To obtain the salience scores for each sentence in a 

given document, the weights of the sentences across 

the topics should be added up first. Subsequently, the 

square root of the resulting score should be computed. 

 

2.4 Feature based approach  

The calculation of the sentence score involves performing a 

simple linear combination of the values of the features and 

weights associated with the feature. 

Score = ∑wi∗Fi 
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We must be careful while minimizing the amount of sentences 

to ensure that the remaining sentences convey the vital 

information. So it is important that we include all crucial 

sentences while reducing the number of sentences. [10]. 

 

Features have been categorized into two kinds. 

● Frequency based Features - There are various 

techniques for generating a document's summary, but 

the most straightforward method for summarizing 

articles is the frequency-based method [11]. 

● Texture based Features - To score all sentences in the 

article, textual features are used and further can be 

grouped as word and sentence levels. Then, the high-

scoring sentences are chosen in order to produce a 

summary [12]. 

 

The order and structure of the sentences are maintained in the 

extractive summary. There are various methods for choosing 

sentences for the summary. It can be done either by deciding the 

length of the summary[13] or by thresholding wrt the scores.The 

sentences are arranged in descending order of scores and scores 

smaller than the threshold are not used in the summary while 

maintaining cohesiveness. 

The text summary was created using the top 10 features that 

researchers have most frequently utilized over the last 10 years. 

 

The many word level and sentence level features to score the 

sentences are covered in this section. 

1. Term Frequency F1: The total frequency of the terms 

in each sentence was used to grade each sentence. 

Term repetition has a greater influence on the final 

score. This can occasionally result in an inaccurate 

summary.   

 
 

2. Sentence Position F2: In general, the beginning and 

last few sentences of a text contain more crucial 

information than the rest. 

 
 

3. Sentence Length F3: Both extremely short and very 

long texts are filtered using this feature. 

 
 

4. Title Words Similarity F4: Sentences containing  title 

words are considered extremely significant compared 

to others as these sentence represent an aspect of the 

article and are the most relevant in a summary 

.  

 

5.  Cue Words F5: This feature assigns a score to 

sentences based on the occurrence of cue words like  

"As a Conclusion," "As a result," “Last of all”. A cue 

word list must be used. 

 

 

6. Proper Nouns F6: A proper noun denoted by an 

individual, location, or organization has higher 

significance to the article. 

 
 

7. Pronouns F7: If pronouns (he, she, etc.) appear in the 

sentence, the entire sentence is given greater weight 

(the normalized frequency of pronouns). 

 
 

8. Numerical Values in Sentences F8: The sentences that 

give numerical information, such as a date or 

transactions, are crucial and are included in the 

summary of the text. 

 
 

9. Thematic Features F9: A list of the words for the 

primary domain are known as themed/thematic words. 

Thematic words are identified by selecting the most 

frequent words in the whole article. 

 
 

10. Word Co-occurrence F10: There is a possibility that 

certain terms may co-occur within sentences. 

Assigning greater weight to co-occurring words can 

enhance the prominence of significant information in 

the final summary. This can be done by creating a 

similarity matrix for all the sentences and sentence 

score for a particular sentence can be assigned  by 

normalizing the maximum similarity value of a 

sentence with the length of that sentence. 
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Table. 1  Texture Based Features 

 

3. EVALUATION AND RESULTS 
Precision, Recall and F-score are used for evaluation of these 

methods. These matrices assess how well the system's 

summaries or candidate summaries resemble golden 

summaries that are produced by humans or reference 

summaries. By calculating the amount of overlapping words, 

this comparison is made.  

 

 

 

 
 

ROUGE- Recall-Oriented Understudy for Gisting Evaluation 

– Tool that is frequently utilized in the automated assessment 

of system generated summaries. The fundamental concept 

underlying ROUGE involves quantifying the degree of overlap 

between candidate and reference summaries, through the 

identification of shared units such as n-grams. 

There exist multiple ROUGE metrics but we will be using 

ROUGE-N where N refers to degree of n-gram considered 

between candidate and reference summaries. We will be using 

ROUGE-1. This metric utilizes a uni-gram approach. 

 

While some extractive summarization methods obtain high 

ROUGE scores, they all suffer from low readability[30]. 

 

 
 Fig. 1  Results of N-gram Frequency Method 

 

Fig. 2  F1 Score Graph for N-gram Frequency Method 

(x = F1_score,   y = Density) 

 

 
Fig. 3  N-gram Frequency Method 

(x = diff_number_of_sentences,   y = F1_score) 

 

 

Feature No Category Name 

F1 Frequency Based Term Frequency 

F2 Sentence Level Sentence Location 

F3 Sentence Level Sentence Length 

F4 WordLevel Title Words 

similarity 

F5 WordLevel Cue Words 

F6 WordLevel Proper Nouns 

F7 WordLevel Pronouns 

F8 WordLevel Numerical Values 

F9 WordLevel Thematic Features 

F10 Word Level and 

Sentence Level 

Word Co-

occurrence 
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Fig. 4  F1 Score Graph for Feature Based Approach 

(x = F1_score,   y = Density) 

 

 

 
 Fig. 5  Feature Based Approach  

(x = diff_number_of_sentences,   y = F1_score) 

 

 

Table. 2   Extractive Text Summarization on 1000 articles 

 

Approach F1 Score 

N-gram Frequency Based 23.69 

TextRank - Normal 25.26 

TextRank - Glove Embed. 25.76 

LSA 18.56 

Feature Based Approach 30.18 

 

The frequency based approach is considered the simplest 

approach among extractive summarization techniques but 

based on the F-Score it  has surpassed Latent Semantic 

Analysis (LSA) based approach[23]. 

 

 

   

 

 

    Table. 3   F1 Score - Feature Based Text Summarization  

                              on random gold summaries 

 

Document F1 Score 

Doc1 43.03 

Doc2 25.73 

Doc3 37.58 

Doc4 51.48 

Doc5 29.72 

Doc6 26.1 

Doc7 26.49 

 

 

Table. 4  Comparison with different extractive and abstractive 

summarization techniques on the dataset 

 

 Rouge-1 

Frequency-based [23] 19% 

GPT-2 no hint [25] 21.58% 

N-gram Frequency Based* 23.69% 

SD-KMeans [23] 24% 

Random-3 [25] 28.78% 

GPT-2 TL;DR [25] 29.34% 

Hybrid MemNet [24] 29.9% 

Feature Based Approach* 30.18% 

REFRESH [24] 30.4% 

ITS [24] 30.8% 

Seq2Seq [26] 35.5% 

SOTA [29] 41.22% 

HSSAS [28] 42% 

 

Comparison with standard publications results  

● As per results provided in [23], the normal frequency 

based approach yields an F score of about 19%  while 

our N-gram based frequency approach yields about 

24% 
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● As per results provided in [23], the LSA based 

approach yields an F score of about 16%  while our 

LSA implementation approach yields about 18%  

● As per results provided in [23], SD-KMeans yield 

about 24% which is in comparison to our Graph based 

approaches i.e. 25% but less than Feature based i.e. 

30% 

● As per results provided in [24], Cheng et.al’16  yields 

28.4% and Hybrid MemNet yields 29.9% and As per 

[25], GPT2 produces a score of 29.34% and Random-

3 produces 28.78% while our best F1 score is about 

30%  for Feature Based Approach.  

● ChatGPT-3 yields about 23.53% [23] which is less 

than our scores. 

● As per results provided in [24], both the REFRESH 

model gives 30.4 % and ITS model yields 30.8% and 

the scores are marginally higher to the Feature Based 

Approach 30.18%.  

● The LEAD-3 baseline is a commonly used baseline 

in news summarization that extracts the first three 

sentences from an article[29]. As per [24] full-length 

F1 variant Lead-3 results in 29.1% while [25] shows 

40.38% while our score is 30.18%. 

● Our score of 30% is far less compared to the SOTA 

model 41.22% [25] , Sequence-to-Sequence RNNs 

[26] 35.5%, FineTuned BERT [27] 43% and HSSAS 

[28] 42%.  

 

4.  CONCLUSION AND FUTURE WORK 

In Table 2, we can see how several extractive 

summarization tools performed on the dataset and comparison 

of our results with standard results in Table 4.Our  N-gram 

based frequency approach has scored better compared to 

normal frequency approach and LSA based approaches. 

Feature Based Approach performed better than many 

extractive summarization techniques but lacks when compared 

to advanced abstractive  techniques. 

One of the reasons for the performance drop is because of few 

bogus articles and lack of semantics, but it can be raised again 

if the dataset is cleaned up more deeply. In future, utilization 

of enhanced preprocessing techniques and a deeply cleaned 

corpus of contextualized data may produce more precise 

results. 

Also in Feature Based Approach,we have not  considered 

weights of individual features and  will attempt to improve our 

outcomes by associating weights with the features we have 

utilized thus far. Genetic algorithms can be utilized to 

determine accurate weights for the features. 

 In addition, we will attempt to enhance the present version of 

the Summarizer by incorporating some semantic elements and 

Word Net. Also, we can adopt word embeddings to include 

semantics in normal statistical algorithms. 
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