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1. INTRODUCTION 

Mathematical process is used for image reconstruction in 

computed tomography. Image is generated with the help of 

X-ray projection data obtained at number of different angles 

on all side of the patient in mathematical process. 

Reconstruction of images has major effects, which affect 

radiation dose. For a given radiation dose, it is preferable to 

reconstruct images with the least amount of noise possible 

without compromising image accuracy and spatial resolution. 

Since the same quality of images can be restored at a reduced 

dose, reconstruction that enhances image quality can be 

converted into radiation dose. There are two subcategories of 

tomography namely single positron emission computed 

tomography (SPECT), and positron emission tomography 

(PET). There are two main categories of tomography image 

reconstruction method. 

1 Analytical tomography image reconstruction (AI) 

2 Iterative tomography image reconstruction (IR) 

The number of analytical reconstruction methods exit in 

practice. All the most popular analytical reconstruction 

techniques involve filtered back projection (FBP). The paper 

by Flohr, et al. [1] provides an explanation of the analytical 

computed tomography image reconstruction techniques 

utilized in computed tomography scanners. 

Scanning methods and image reconstruction have a special 

influence on picture quality and radiation dose in ECG-gated 

cardiac computerized tomography. In an article by Flohr, et 

al. [2], the scanning and reconstruction methods used in 

cardiac CT are described. 
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Images are rebuilt using the iterative optimization of 

objective functions, which typically include edge 

preserve directive terms and data dependability terms 

[3]. 

Iterations of frontward projection and rearward 

projection between image and projection space are 

concerned for optimization process in IR. With the 

advancements in computing technology, iterative 

reconstruction has emerged as a highly regarded 

option in routine computer tomography practice due 

to its many advantages over cautious FBP 

approaches. 

The gridding approach with the proper density 

compensation parameters [4] is quick and efficient 

for well sampled non-cartesian data. The expected 

image reconstruction technique for k-space data with 

full Cartesian sampling has been the inverse FFT 

method, which has been of great use to the MR 

community. When only under sampled data is present 

or when non-fourier physical effects like field 

inhomogeneity are significant, iterative algorithms 

based on suitable models can upgrade picture quality 

at the expense of algorithms subjected to enlarged 

computation. The gridding/FFT method for image 

reconstruction is suboptimal. 

Any signal processing technique used to create 

pictures from measuring instruments like MRI 

scanners must take the apt physics into account. The 

physics of MRI have been adequately documented in 

a survey in the IEEE signal processing journal [5] and 
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A book [6] developed from the viewpoint of signal 

processing. Here, Jeffery A. Fressler provides an unusual 

summary of the physics that makes it easier to describe some 

of the "non-Fourier" characteristics of MRI . 

2. PREVIOUS WORK (2010-2022) 

In July-2010, Jeffrey A. Fessler [7] has done a reviewed 

work for MRI with iterative techniques using model-based 

reconstruction. He has suggested that there is a broad family 

problem depending upon what physical effects incorporated 

in the signal model in image reconstruction using MRI 

technique. He examined numerous examples of every 

physical effect, and the system model he used only included 

samples from object Fourier transforms. Model-based 

approaches rely on estimations of a wide range of model 

parameters, which leads to growing issues when those 

parameters are hampered by either independent scanning for 

calibration or estimating the image and those parameters 

simultaneously. 

MariyaLyra and AgapiPloussi have reviewed a paper on 

filtering in single proton emission computed tomography 

(SPECT) image reconstruction in 2011[8]. They have 

suggested that image filtering techniques affect the quality 

of image so that they are very important to tomography 

image reconstruction. Any procedure employed on an 

image's pixels is referred to as image filtering. Image 

filtering, which also covers smoothing, edge enrichment, and 

resolution recovery, is a mathematical technique for hiding 

pictures in noise. In order to preserve spatial resolution and 

contrast in tomography pictures, Filer quickly eliminates 

statistical noise. This work has addressed several filters. 

In 2012, W. D. Foltz and D. A. Jaffray [9] worked on the 

principle of resonance imaging. For those applying magnetic 

resonance imaging in the biomedical field, they advised a 

learning manual on the subject. They have given biological 

users of MRI some insight into the fundamentals, reducing 

an often-excessive language barrier. 

To accurately analyze the brain images and to diagnose the 

diseases and issues, we require brain image reconstruction 

operation methods. The reconstruction process in [10] is 

extremely practical and relevant in handling 

magnetoencephalography [MEG], electroencephalography 

[EEG], magnetic resonance imaging [MRI], computed 

tomography [CT], and positron emission tomography [PET]. 

The fundamental goal of the reconstruction procedure is to 

properly analyze the brain pictures to detect and assess 

sickness and disorders. There are three fundamental methods 

of rebuilding. They are iterative reconstruction, filtered back 

projection, and random transform. In the work [10], many 

picture reconstruction algorithms are described. 

Due to the rapid system and hardware development over the 

past 30 years, X-ray CT technologies have been 

complemented by equally exciting breakthroughs in image 

reconstruction approaches. The algorithms are developed in 

three core areas including model-based iterative 

reconstruction, application-oriented reconstruction, 

and analytical reconstruction in [11]. It is required to 

focus only on a few key regions of tomography 

reconstruction due to limited span. It may not be 

enough to simply stimulate development in order to 

fulfil unique clinical needs. Since the occurrence of 

irregular and rapid vascular motion, cardiac coronary 

artery imaging continues to provide substantial 

problems to CT despite the unique scanner hardware 

enhancement. Because of rapidity of some of the 

coronary artifacts, motion induced artifacts even 

become visible in low heart-rates patient. Recent 

improved algorithms can solve this problem [11]. The 

motion-correction technique uses pictures that were 

rebuilt from slightly varied cardiac phases to 

characterize the vascular motion and uses these 

motion vectors to adjust for imaging artefacts. 

The paper [12] describes an overview of several 

super-resolution methods. In this study, several 

approaches that have been used in each domain were 

reviewed, and the features of these approaches are 

discovered. We looked at super-resolution techniques 

in the frequency, spatial, and wavelet domains. 

Medical imagining is an inter-disciplinary field that 

includes physics, biology, mathematics, and 

computational science. An overview of the MRI 

image reconstruction technique is provided in the 

paper [13]. The computational aspects of medical 

picture reconstruction are reviewed in this study. The 

medical technique of magnetic resonance imaging is 

one that is frequently employed. 

MRI scanner collects k-space data for image 

reconstruction. The numerous approaches include the 

homodyne algorithm, the zero-filling method, 

dictionary learning, and the projections on to convex 

set (POCS) method. These techniques rebuild an 

image using K-space data. This study discusses all the 

K-space data characteristics and the MRI data 

acquisition methodology. The various algorithms 

used for the reconstruction of images are also 

explained in detail. Functional MRI and diffusion 

MRI have been also discussed which are modern 

magnetic resonance techniques. In this study, the idea 

of contemporary approaches like the sphere-shaped 

support vector machine and recent methods like 

Expectation Maximization, Sensitive Encoding, level 

set method, and Alternating minimization is also 

reviewed. It has been found that many of these 

strategies reduce scanning time and enhance gradient 

encoding. With the high degree of phase fluctuation 

in partial k-space, traditional techniques produce an 

undesired blurring effect. Due to iterative processes, 

contemporary reconstruction methods like Dictionary 

learning function well even with a large phase 
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difference. 

Zero filled method Algorithm is an unimportant method. It 

works well with the availability of full k-space. It gives 

unnecessary blurring with partial k-space. The phase 

correction techniques of conjugate symmetry, homodyne 

algorithm, and projection on to convex set (POCS) are 

effective when there is little difference in the phase of the 

image. These methods produce ghosting effects when the 

degree of phase difference is great. Being phase variation in 

k-space data the singular value decomposition (SVD) works 

better. One of the image reconstruction methods that cut 

down on scanning time is dictionary learning image 

reconstruction. If there is significant phase change in the k- 

space data, image reconstruction using the projection on to 

convex set approach is not possible. 

The proposed method in [14] combines penalized weighted- 

least squares reconstruction (PWLS) with regularization 

based on a sparsifying transform (PWLS-ST) to enhance 

computed tomography (CT) image reconstruction. An 

alternating algorithm optimizes the cost function, alternating 

between CT image updates and sparse coding steps. 

Additionally, a relaxed linearized augmented Lagrangian 

method with ordered-subsets (relaxed OS-LALM) 

accelerates the image update process. Numerical 

experiments using the XCAT phantom show that PWLS-ST 

significantly improves image quality at low X-ray dose 

levels compared to traditional PWLS reconstruction with a 

nonadaptive regularize (PWLS-EP). This method addresses 

the challenge of reducing X-ray dose while maintaining 

image quality in CT imaging. 

This work [15] introduces a method for improving the 

quality of Multi energy Computed Tomography (MECT) 

images, addressing challenges like poor signal-to-noise and 

streak artifacts. The proposed approach, referred to as 

'PWLS-STV,' combines penalized weighted least-squares 

(PWLS) with structure tensor total variation (STV) 

regularization. STV regularization penalizes higher-order 

derivatives to enhance image quality, reducing patchy 

artifacts seen in total variation (TV) regularization. An 

alternating optimization algorithm is used to minimize the 

objective function. Experimental results with digital 

phantoms and meat specimens show that PWLS-STV 

outperforms TV-based methods and conventional filtered 

back projection (FBP) in terms of both quantitative and 

visual quality. 

This paper [16] introduces an algorithm for hybrid spectral 

computed tomography (CT), merging energy-integrating 

and photon-counting detectors. Photon-counting offers a 

local field of view (FOV), while energy-integrating scanning 

covers a global FOV. The algorithm synthesizes both types 

of data and employs low rank and sparsity priors for spectral 

CT reconstruction. An initial estimate is derived from 

projection data, leveraging physical principles of x-ray 

interactions for improved accuracy and algorithm 

convergence. Numerical simulations using clinical 

CT images show the algorithm's effectiveness, 

especially in generating spectral features outside the 

FOV without K-edge material. Partial reconstruction 

of K-edge material exterior is also achieved. 

This study [17] introduces a GPU-based algorithm for 

Model-based Iterative Reconstruction (MBIR) using 

Iterative Coordinate Descent (ICD) in Computed 

Tomography (CT) image reconstruction. MBIR is 

known for its high computational intensity, 

traditionally considered impractical in time-critical 

applications. The proposed algorithm capitalizes on 

the concept of Super Voxels and exploits three levels 

of parallelism in MBIR, making efficient use of GPU 

hardware resources. Data layout transformations and 

GPU-specific optimizations are also applied. The 

GPU implementation demonstrates a significant 

speedup, achieving a geometric mean speedup of 

4.43X over a state-of-the-art multi-core CPU 

implementation across a suite of 3200 test cases. 

This paper [18] addresses the challenge of reducing 

X-ray exposure in CT imaging by focusing on sparse 

or limited-angle tomography reconstructions. These 

reconstructions are increasingly used for low-dose 

imaging but can lead to severe streak artifacts with 

conventional methods due to insufficient sampling 

data. To tackle this issue, the paper introduces an 

improved statistical iterative algorithm. It minimizes 

image total variation (TV) under a penalized 

weighted least-squares (PWLS-TV) criterion, 

considering the statistical nature of projection data. 

The method starts with an initial value from filtered 

back-projection (FBP) and employs a feature 

refinement (FR) step (PWLS-TV-FR) after each 

iteration to recover fine features lost during TV 

minimization. 

The development of iterative reconstruction 

algorithms for CT imaging has a rich history dating 

back to the 1970s. However, computational 

limitations initially hindered their clinical use. It 

wasn't until 2009 that the first commercially available 

iterative reconstruction algorithms began to replace 

conventional filtered back projection. Since then, this 

technology has caused significant excitement in 

radiology. Major CT vendors swiftly introduced these 

algorithms for routine clinical use, leading to rapid 

advancements, ranging from hybrid to fully iterative 

algorithms. This progress is reflected in the surge of 

scientific publications on the topic in the past decade. 

Looking ahead, the paper [19] explores the potential 

of future hardware and software developments, 

including photon-counting CT and artificial 

intelligence, in shaping the future of CT image 

reconstruction and clinical implementations. 
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Asthma, interstitial lung disease, and other chronic 

inflammatory lung illnesses are among those being better 

understood thanks to quantitative lung computed 

tomography (QCT)-derived matrices [20]. With the 

emergence of Covid-19, its significantly disparate severity 

levels, its occasionally quick progression, and the possibility 

of protracted post-covid-19 despair, there is a new aspect for 

applying a well-established quantitative lung computed 

tomography-based matrix. 

The most advanced technique for creating CT images right 

now is called Deep Learning reconstruction (DLR). Iterative, 

model-based, and filter back-projection reconstructions have 

all been compared in the literature recently. This review [21] 

briefly discusses earlier reconstruction techniques, 

introduces DLR, and then examines contemporary DLR 

findings from a physics and medical standpoint. 

The authors [22] describe an AAA prediction model that 

makes use of geometric cues that are easily retrieved from 

CT images that were obtained for therapeutic purposes. This 

technique can be used with historical scans obtained 

throughout each AAA patient's regular clinical routes. 

In a study [23] of 92 stroke patients post-thrombectomy, 

Dual-Energy CT (DECT) accurately detected hemorrhage 

(10.71%) and contrast agent extravasation (75.00%). DECT 

had a 96.43% accuracy in diagnosing postoperative 

hemorrhage and extravasation. Lesions with increased 

hemorrhage had higher iodine concentrations, correlating 

with hemorrhagic transformation. DECT is effective in 

detecting these conditions. 

The method for creating computed tomography (CT) images 

for use in machine learning applications in forensic and 

virtual anthropology is covered in the work [24]. The 

authors outline the various steps involved in this process, 

including image acquisition, segmentation, normalization, 

and feature extraction. They also discuss the importance of 

data quality control and the need for large datasets to ensure 

the accuracy and reliability of machine learning algorithms. 

The paper highlights the potential of machine learning in 

these fields and emphasizes the importance of standardized 

protocols for CT image preparation to ensure consistency 

and reproducibility in research. 

A deep-learning-based methodology for quantifying whole- 

lung and lung-lesion using computer tomography (CT) in 

SARS-CoV-2 nonhuman primate models is presented in the 

article [25]. The authors address the challenge of 

inconsistent ground truth in CT imaging by training the deep 

learning model on a diverse range of imaging data and 

incorporating a probabilistic framework for lesion detection. 

The study demonstrates that this approach can accurately 

quantify whole-lung and lung-lesion volumes, even in cases 

where ground truth data is inconsistent or unavailable. The 

approach has important implications for the diagnosis and 

monitoring of COVID-19 in both human and animal 

populations. 

In a retrospective study [26] approved by our 

institutional review board, 68 patients (mean age: 

70.1 ± 12.0 years, 37 men, 31 women) underwent 

computed tomography between November 2021 and 

February 2022. High-resolution lung CT images were 

reconstructed using filtered back projection, hybrid 

IR, and DLR. Objective image noise was measured in 

skeletal muscle regions. Two blinded radiologists 

assessed subjective image quality, including noise, 

artifacts, depiction of structures, and nodule rims, 

using filtered back projection images as controls. 

Data were compared between DLR and hybrid IR 

using statistical tests. 

The use of deep learning image reconstruction for 

lowering radiation exposure in coronary computed 

tomography angiography (CCTA) is examined in 

paper [27]. 50 participants participated in this 

prospective trial and had two consecutive CCTA 

scans at normal-dose (ND) and lower-dose (LD). 

Adaptive Statistical Iterative Reconstruction-Veo 

(ASiR-V) 100% was used to recreate ND scans and 

DLIR to rebuild LD scans. Quantitative assessments 

of quantitative plaque volumes (in mm3) and image 

noise (in Hounsfield units, HU) were made. No 

stenosis (0%), stenosis (20-50%), stenosis (51-70%), 

stenosis (71-90%), stenosis (91-99%), and occlusion 

(100%). There are three types of plaque composition: 

mixed, calcified, and non-calcified. 

According to a recent study [28], serum tumor 

markers and computerized tomography (CT) image 

processing based on artificial intelligence (AI) 

algorithms could be used to diagnose pancreatic 

cancer. The study used a dataset of 215 patients with 

pancreatic cancer and 200 healthy individuals to train 

and test the algorithm. The results showed that the 

algorithm had a high accuracy rate of 96.7% for 

detecting pancreatic cancer. The use of this 

technology could potentially improve the accuracy of 

pancreatic cancer diagnosis and enable earlier 

detection of the disease, which could improve patient 

outcomes. 

The practice of employing machine learning 

algorithms to automatically identify and delineate 

malignant spots in lung computed tomography (CT) 

scans is known as automated detection and 

segmentation of large cell lung cancer using CT 

images [29]. This technique involves training deep 

learning models to recognize patterns and features in 

CT images that are indicative of lung cancer. By 

automating this process, doctors can more accurately 

and efficiently diagnose and treat lung cancer. This 

approach has shown promising results in improving 

the accuracy and speed of lung cancer detection and 
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segmentation, potentially leading to better patient outcomes 

and survival rates. 

A recent study [30] proposes the use of deep learning tactics 

for predicting COVID-19 outputs from chest computed 

tomography (CT) volumes. The study used a dataset of 1,000 

patients with COVID-19 and 1,000 healthy individuals to 

train and test the deep learning models. The results manifest 

that the deep learning models had a high accuracy rate of 

91% for predicting COVID-19 outcomes, such as 

hospitalization and disease severity. The use of this 

technology could potentially help clinicians make more 

informed treatment decisions and improve patient outcomes 

for those affected by COVID-19. 

3. COMPARATIVE ANALYSIS OF WORK 

Comparative analysis of these reconstruction 

techniques is important to determine which one is most 

effective for disease prediction. This can be done by 

comparing the reconstructed images produced by each 

technique and evaluating their quality and accuracy in 

predicting disease. Metrics such as signal-to-noise ratio 

(SNR), contrast-to-noise ratio (CNR), and image 

resolution can be used to compare the quality of the 

reconstructed images. In addition, the accuracy of 

disease prediction can be evaluated by comparing the 

diagnoses made using the reconstructed images to the 

actual diagnoses made using other diagnostic methods, 

such as biopsy or blood test Table 1 shows the previous 

work done in the literature. 

 
Table.1 Literature analyses 

Authors, Year Title Name of 

Journal 

Methodology/ 

Techniques 

used 

Evaluating 

parameters 

Results Remarks 

Jaffrey A. Fessler Model based IEEE signal Signal ensitivity There remain Conjugate 
2010, 7 image  processing processing patterns, k- challenging phase 

 

 

 

 

 
Maria Lyra and 

Agapi Ploussi 

2011, 8 

reconstruction 

for MRI 

 

 

 

Filtering in 

SPECT(single 

photon 

emission 

computed 

tomography) 

image 

reconstruction 

magazine 

 

 

 

 

International 

Journal of 

Biomedical 

Imaging 

tools (Fourier 

transform) 

 

 

 

Image filtering 

using cut-off 

frequency and 

order 

space, field 

inhomogeneity, 

voxel challenge 

MR. 

 
 

Noise reduction 

and detail 

preservation 

and intriguing 

problems in 

MR image 

reconatruction 

 
 

SPECT filter 

can       greatly 
affect         the 

quality of 

clinical images 

by their degree 

of smoothing 

reconstruction 

method, 

Model-based 

image 

reconstruction 

method 

Ordered sub- 

set exception 

maximization 

method 

 
W. D. Foltz and Principles of Radiation K-space  Probing UTR radial Basic 
D. A. Jaffray magnetic  Research formalism. K- molecular imaging  principles of 

2012, 9 resonance 
imaging 

space is an 
inverse space 

dynamics via RF 
irradiation and 

reduces 
motion 

 
and 

magnetic 
resonance 

means it has 

dimensions of 

spatial 

frequencies. 

proton 

redistribution. 

flow artifacts, 

enhancing 

quality. 

magng 

 
 

Mussarat Yasmin, 

Muhammad 

Sharif, Saleha 

Masood, 

Mudassar   Raza 

and  Sajjad 

Mohsin 

2012, 10 

Brain image 

reconstruction: 

A short survey 

World 

Applied 

Science 

Journal 

Description 

and analysis of 

brain imaging 

techniques and 

methods. 

Compare 

approaches 

based on 

applications, 

advantages, 

limitations, and 

results 

There exists 

space to work 

in this field 

Short 

description 

and of the 

technique’s 

methods for 

brain imaging 
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Jiang Hsieh, Brain 

Nett, Zhou Yu, 

Ken Sauer, Jean- 

Baptiste Thibault, 

Charls A. 

Bouman 2013, 11 

Recent 

advances in CT 

image 

reconstruction 

Springer 

science  and 

Business 

media new 

york 

Paper discusses 

cone-beam 

reconstruction, 

iterative 

methods in 

detail. 

Correcting 

motion artifacts 

in low-heart-rate 

patients with 

cardiac phase 

images. 

The 

improvement 

in image 

quality 

Motion- 

correlation 

algorithm 

 

ElhalMarimi, 

KavehKangarloo, 

ShahramJavadi 

2014, 12 

 

 

 

 
Tanuj  Kumar 

Jhamb, 

VinithRajathalal, 

Dr. V.  K. 

Govindan 2015, 

13 

A survey on 

super- 

resolution 

methods for 

image 

reconstruction 

 

 

A review on 

image 

reconstruction 

through MRI k- 

space Data 

International 

journal of 

computer 

applications 

 

 

 

 
I.J. Image, 

Graphics and 

Signal 

processing 

Paper explores 

super-res 

methods in 

diverse 

domains: freq, 

spatial, 

wavelet. 

 

This Paper 

offers MRI 

reconstruction 

overview, 

focuses on 

computational 

aspects. 

Evaluates noise 

removal; uses 

PSNR, RMSE, 

entropy for 

comparison. 

 

 

 
K-space data, 

classical 

methods  blur 

with high phase 

variation 

It Introduces 

method index, 

avoids 

comparisons 

within 

domains or 

categories. 

 

Modern 

algorithms like 

Dictionary 

learning 

handle high 

phase 

variation. 

Examines 

super-res in 

freq, spatial, 

wavelet 

domains; 

introduces 

various 

methods. 

Recent 

techniques: 

Alternating 

minimization, 

signal 

modeling, 

sphere-shaped 

SVM. 
 

 

 
 

4. SUMMARY OF THE LITERATURE 

The systematic review "Computed Tomography Image 

Reconstruction for Disease Prediction" examines the use of 

computed tomography (CT) image reconstruction 

techniques for disease prediction. CT imaging is a powerful 

diagnostic tool for many diseases, and image reconstruction 

is a critical step in the imaging process. The review aims to 

summarize the current state of knowledge on this topic and 

identify areas for future research. 

The review first provides an overview of CT imaging and the 

importance of image reconstruction in the imaging process. 

The authors go on to explain the methodical screening and 

search procedures they employed to find pertinent papers to 

include in the review. The evaluation eventually included a 

total of 29 studies. 

Overall, the review suggests that CT image reconstruction 

techniques have potential for disease prediction and can be 

useful when combined with other data sources such as 

clinical information and machine learning algorithms. 

However, more research is needed to fully understand the 

benefits and limitations of these techniques, particularly in 

different patient populations and clinical contexts. 

5. CONCLUSION 

In conclusion, the systematic review on Computed 

Tomography Image Reconstruction for Disease Prediction 

provides a valuable summary of the current state of 

knowledge on this topic. The review highlights the potential 

of CT image reconstruction techniques for disease 

prediction, particularly when combined with other 

data sources such as clinical information and machine 

learning algorithms. The studies included in the 

review cover a range of diseases and CT 

reconstruction techniques, demonstrating the 

versatility of this approach. However, the authors also 

note that there are still many unanswered questions 

and areas for future research, including the need for 

more studies that compare different reconstruction 

techniques and investigate the use of these techniques 

in specific patient populations. 

Overall, the review underscores the importance of 

continued research in this area, to completely 

comprehend the advantages and restrictions of CT 

image reconstruction methods for illness prediction. 

By advancing our understanding of these techniques, 

we can improve our ability to diagnose and treat a 

wide range of diseases, ultimately improving patient 

outcomes and quality of life. 
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